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The new institutional approach
to institutions:

concepts, methods, results

Claude Μέηανά*

Abstract

New Institutional Economics has developed considerably over
the last twenty years, qualifying as a «progressive research pro
gram». This program is based on a hard core of concepts that
apply to well identified objectives: The alternative modes for or
ganizing transactions, the institutional environment in which they
are embedded, and the interaction between these dimensions.
Transaction costs play a major role in this approach. This paper
examines why it is so, it deals with several controversial issues,
and it provides examples of recent breakthroughs in economics,
but also in history and in the political sciences.
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1. Introduction

As its name describes, the new institutional approach is built on
and revolves around the subject of institutions. The mam proposal
developed in the following pages can be summarized as follows: the
new institutional program is a «progressive research program» as
defined in Lakatos (1976), containing a hard core of concepts rela
ting to specific, well-identified objects and whose field of applica
tion goes deeper as compared to the initial questions, while rapidly
expanding to new questions (Canguilhem, 1968, Introduction).

The corollary proposal, one which I will of course try to justity,
consists of supporting that under the apparently somewhat over
grown view of the research pro^am, a powerful unifying element
transpires: namely, the approach in terms of transaction costs.

Why should the accent be immediately put on the transactionai
approach? For one simple but fundamental reason, noted very ^
on by Ronald Coase (1937), who has since continued to evoke this
essential point (Coase, 2001): transactions are at the core ο e
economic activity. In fact, without efficient mechanisms to ensure
transactions, we cannot take advantage of the benefits ° ®
sion of labor and the resulting organization of the

bt^een separable technological units. The idea of
that I introduce here, thus modifying the definition of
seems to me to be most important. For example, the °f the
transfer of nrooerty rights is in fact only one aspect, essential ot
course of understanding market mechanisms. But the
company also organizes transactions internally; transactions that
DeZe"z (991) prefers to call the transfer of «administrativeriSf FmtLrmom, at a more general level, social niethods exist
for the transfer of rights other than property rights; for example,
when a community systematically organizes a collective ttansfer of
rights Therefore, the definition that I have just proposed deserves
gS^ral recognition, as it became more specific in accordance with
L· subjects studied. It combines the abstraction and precision expe
cted of a key concept of a theory. ■ , r ,ua

Further, the very idea of mechanisms that are essential tor tne
organization of these transfers of rights also has a major consequence.
If altemative mechanisms exist, then these mechanisms will have
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relative costs that can be compared. Choosing the «right» mecha
nism thus becomes an essential part of the strategy of microeconomic
units as well as a determinant factor of innovation and growth. The
refore, in this paper, I will put the accent on costs adopting almost
exclusively an economist's approach to transactions and the related
institutions. I insist on this point because of the importance of the
distribution and influence of new institutional theories in numerous
other social sciences, most particularly political sciences, history of
economics and management theory'. While I sometimes make refe
rence to some of these developments, the quick overview that I pro
pose here is essentially related to researches in economics.

The article is organized into three major sections. Section two
reexamines the main concepts used in the definition of the research
topics of the neo-institutional program and the resulting consequences.
Section three discusses the problems related to the methods that led
a certain number of «orthodox» as well as «heterodox» economists

to attack the neo-institutional program. Finally, the fourth section
summarizes certain results that I consider particularly important, and
raises questions that I think may nurture the development of the
new institutional approach in the coming years. I will conclude dra
wing a certain number of lessons leamed from that ongoing research
program.

2. Key concepts of new institutional economics

It can be, of course, quite overwhelming to begin the discussion
of the contributions of a theory with definitions. But this is almost
inevitable since there must be a positioning of the new institutional
approach with regard to alternative paradigms, which are partly
complementary and partly competitive. Part of what differentiates
the various institutional approaches is related to the subject the ap
proach is devoted to.

2.1. The starting point

Initially, we may adopt a simple and classical distinction bet
ween «institutional environment» and «institutional arrangements»,
one proposed by Lance Davis and Douglas North (1971, pp. 6-7) and
developed more precisely by North in 1990. Environment refers
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back to the rules of the game, the political, social and legal rules
that define and support the transactional activities of the actors, whi
le arrangement refers back to the actor's method for using these ru
les, or more exactly, to the methods of organization of transactions
within the scope of these rules. I believe that Coase, at his Nobe
Prize conference, revealed a much more precise and satisfactory
content of these arrangements, as he spoke of the «institutional stru
cture of production» (Coase, 1991).

Therefore, we must note that the distinction proposed here pro
gressively revealed two branches to the new institutional research
program. A first branch, rather general, explores the nature and the
role of institutions by highlighting their historical dimension (North,
1981; Greif, 1998; Aoki, 2001). Regarding this aspect, the concepts
of enforceability (ex-ante) and enforcement (ex-post) play a key
role: under an economic angle, an institutional environment is not
characterized only by the production of rules and/or standards
(hence the problem of the types of rules), but also and above all by
the production of mechanisms destined to implement these rules and
by their effective implementation. The analysis of these mechanisms
is a key point of the new institutional program. Measuring their re
lative costs is also a major challenge.
A second branch is of a rather micro-economic nature. It is pro

bably the most familiar one to economists, and. relates to the stu y
of the methods of organization of transactions, arbitration
these methods, and their compared efficiency, with a strong ana yi
cal dimension^. The concept of incomplete contracts plays an essen
tial part here, for at least two distinct reasons.

Firstly, the idea that contracts play a sectoring role in the orga
nization of transactions allows for a precise translation ο e
tional dimension essential to the very concept of
condly, the idea that practically all contracts are incomple e,
rally leads to the requirement of an in-depth analysis of the coorai-
nation mechanisms complementary to the contractual agre^ents
(even implicit) as for example the form assumed by
(i e the role of hierarchy in firms), in the creation and allocation 01
resources.

2.2. Returning to the concept of institution

Let us return to the concept of institution that implies directing
the analysis in the areas we have just indicated. I am aware that
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there is no universally accepted definition of concept of institution.
In a very restrictive and minimalist sense, an institution can be viewed
as an agreement between two agents. For many, the institution is a
balance between the strategies of the agents participating in a «ga
me» (as defined within game theory, of course). Aoki recently pu
shed the analysis much further in this regard (Aoki, 2001). Others
have even put the accent on the fact that an institution is concerned
with the very rules that govern the game, in short, a sort of meta-
agreement. In following the path indicated by North (1990), I would
like to propose a more precise definition, whose main interest is to
define the field of analysis and, through this, to better clarify the
new institutional research program. By institution, I therefore mean
a set of rules that are durable, stable, abstract and impersonal, ap
pearing in the laws, traditions and customs and embedded in the
mechanisms that implant and implement, by consent and/or con
straint, the methods of organization of transactions.

This definition involves a certain number of points that I would
like to emphasize.

The first point is that stability and durability are essential to the
identification and characterization of the rules of the game that
mark an institution. New Institutional Economics offer the hypothe
sis that there is a very weak variability in institutions over time, in
particular as compared to the modes of governance (or organizational
modes). An important consequence is therefore deduced, there is a
strong differentiation of the time horizons of the branches of the
new institutional program described above. Williamson proposed to
think of institutions in secular terms while organizational arrange
ments are essentially intra-secular (Williamson, 2001).

Second point, these rules of the game are abstract and impersonal
in the sense that they transcend not only the individuals but also the
organizations. They transcend in that they are perceived as being
non arbitrary, imposed in a non discretionary manner on well defi
ned classes of agents or entities (Hurwicz, 1987). A rule that varies
in line with the individuals to whom it applies cannot take its sup
port fi-om stable mechanisms and is quicldy faced with problems of
implementation. «Customized» rules and constraints are not inteφΓe-
ted as institutions by the agents to whom they apply, but according
to the case, as privileges arbitrarily attributed to certain agents or as
coercive or unjust measures. One of the key elements of the dyna
mic of institutions undoubtedly results from this tension.

Finally, institutions possess a normative character. They exist on-
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ly through the mechanisms that define «the limited set of accepted
alternatives in a society at a given moment» (North, 1986).
this viewpoint, institutions possess a double standard, of whic re
suits an obvious paradox. On the one hand, they definitely and si
gnificantly restrict the field of action of the individual agents an ,
due to this, require enforcement mechanisms. On the other ,
they permit development of the transactional activity. Analysis ο
the mechanisms destined to make effective the rules required by
this transactional activity constitutes an essential component ®
new institutional analysis and explains the role that authors such as
Coase may have held in the development of the programs of «
and Economics».

I furthermore proposed a characterization of these specific «^^
cro-institutional» mechanisms (Menard and Shirley, 2002, chap- )·^

The analysis of these micro-institutions, for example the cases ο
«regulation» with regard to the general laws that govern them
to the constraints they imposed on the players of the game, seerns
to me to be a sigmficant field of research. But, on the other han »
institutions may enlarge the fields of action of the agents by safe
guarding their transactions. Many of North's studies (summarized m
his book of 1981), but also in Alston and Libecap (1996) regarding
property rights, illustrate this point. The events leading to the tran
sition towards a centrally planned economic market constitute an
vivo, and distressing, experience of this key role of institutions.

Naturally, a very interesting question is formulated from the
definition of my proposition above, and this question tends to take
a non negligible place in recent literature: does it make sense to
speak of private institutions? The new institutional response is
«yes» and examples have been given and analyzed (see the series
of articles of North et al. on the «Law Merchant», for examp c»
Milgrom, North and Weingast 1989).

2.3. Some consequences of the new institutional design
of institutions

An examination of the design of institutions to which I just re
ferred, and that touches on just a part of the problems put forth, lea
me to clarify certain aspects that I consider crucial for future re-
Se3TCtl

Firstly, what role does the concept of transaction play in the pro
posed definition? This is rather central, since, as economists opera-

10
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ting in the context of this design, we are mainly interested in insti
tutions and the accompanying mechanisms («micro-institutions»)
that will facilitate transactions and reduce their costs. Hence, the
key point of these mechanisms is enforceability, or the ability to en
force rules and procedures ex-ante for feasible implementation, and
enforcement, or the necessary mechanisms to make these rules ope
rational expost, in such a manner so as to secure the transactions of
the agents. For example, the adoption of legal rules for the prote
ction of trademarks must provide for the possibility of court action,
but would not have any relevancy without the establishment of ade
quate administrative and legal mechanisms guaranteeing their effe
ctiveness (for illustrations, see Menard, 1996; Menard and Valceschi-
ni, 1999).

Further, may we speak of efficient institutions? I know that I will
create many disagreements on this point but I will defend a «YES»
answer, in the sense that there is comparative efficiency. Certain in
stitutions are more favorable than others for the development of a
significant volume of transactions, hence the possibility of taking
better advantage of the division of labor; and for the reduction of
transaction costs, hence the possibility of higher accumulation. We
may think of, for example, the rules and mechanisms goveming the
transfer of property rights in real estate, and the difference between
countries regarding these rules and the associated costs. The hypo
thesis that I make, and that can be supported by comparative stu
dies, therefore is that institutions exist that carry easy transactional
abilities and, through this, permit taking better advantage of the di
vision of labor. Alston proposes characterizing these institutions as
«growth enhancing», which could be a more adequate characterization
than the term «efficient». In any case, the central idea, that North
(1971, 1981) put forth early on and that Greif (1993,1998) recently
developed with very precise examples, remains the same: institutional
mechanisms exists that, in the long run, have greater stimulating
effects than others.

Finally, as a last remark, this does not mean that the efficiency
criterion of institutions is the only one to be taken into account. On
the one hand, we find here the old cleavage between «efficiency»
and «equity». The reduction of transaction costs and the increase of
volume, and eventually even quality of the transactions they permit,
may very well be accompanied by a devastating amplification of the
inequalities, or effects having catastrophic results for the environ
ment. A certain number of political scientists and historians have

11
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Started to use the transactions concept to analyze all the exchange
that takes place between efficiency and equity on a politica eve or
to explain major historical bifurcations^· t the

On the other hand, the efficiency criterion says nothing a ou
stability of institutions: institutions that are perfectly ine icien
that they restrict the development of transactions or lea ^
rious increase of their costs, may in fact remain in place, for a ν ry
long time (Greif, 1998).

2.4. What about institutional arrangements?

Careful readers may have noted that in all of the preceding,
did not speak much on the other part of the new institutiona
gram, the more micro-analytical part, that concerns what Davis a
North (1971) called «institutional arrangements» and that
to all the recent literature on the modes of governance (Wilh^mso ,
1996). I will refrain from developing this aspect, so as to focus t e
attention, in the assigned space, on the crucial question asked, re a
ting to institutions in a general sense. We must however keep m
mind that, in the approach developed here, the modes of organiz^ion
definitely have institutional roots'^. I will briefly come hac
certain aspects of this question in the last section («Results»), i
no other reason than the necessity of clarifying the interaction e
ween the institutional environment and these organizational mo e ,
a point where the new institutional approach has also significan y
progressed.

3. Method

One of the major difficulties that the economic
up against when it tackles institutions, relates to pro ems .
thods The question is in fact to know if the economist s classic
tool box is adequate for this subject. The answer is comp
se the technical tools and the underlying hypothesis i
inextricably. me to elaborate extensively here on

the problems of methods brought about by the new . .
program (and to which they come up against) . ® l^ritics of
important to say a few words because a large part of the

12
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«heterodox» as well as «orthodox» economists^ with regard to this
research program are developed from this angle.

3.1. A «standard» method...

In a sense, New Institutional Economics present no methodological
originality concerning the research method. They submit to a classi
cal logic revealed by the history of sciences, including social scien
ces. In fact, they are based on (1) a theory, that is to say a set of
well defined questions and concepts built to analyze these questions;
(2) models developed from these concepts, mobilizing the analytical
instruments that allow to generate testable propositions on classes of
well defined phenomena; and (3) tests, effectively destined to con
front these propositions with data, either by the use of measure (in
cluding econometric tests) or by a recourse to simulation, either ab
stract (game theory) or applied (experimentation).

However, let me emphasize the first difference that is also a sour
ce of major diffrculty, as much in the relationships with the stan
dard approach as within the research program itself. The modelization
intent mentioned above is accompanied in fact by a «plausibility»
requirement concerning the underlying hypotheses. This leads the
new institutional authors to systematically retain two key hypotheses,
the h3φothesis of bounded rationality and the hypothesis of opportu
nistic behavior. The first one comes up against the «neo-classical»
sensitivity as it leads to a questioning of the postulate of maximiza
tion, which would render the use of the related tools less productive,
if not impossible. The second greatly hinders the «heterodox» au
thors who view this as a continuation of the idea that the agents are
essentially calculative, which would make them «a-sociable» and
therefore abstractions that are not very pertinent for the analysis of
the real social phenomenon. I do not pretend to have a satisfactory
answer to these two «hindrances». But I would like to simply notice
that these difficulties have not stopped the research program from
progressing rapidly, as I will try to show in the next section. And I
believe that we can be inspired by the history of sciences to nourish
a certain confidence: as a general rule, when a pertinent question is
put forth, it ends up by creating adequate analytical tools.

3.2. ...that also mobilizes original elements

We can find traces for this requirement for new methods for ex-

13
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ploring with the use of non conventional techniques a comp ex
issues rose by institutions and how they change over tirne an s a
pe trade-offs among modes of organization, in at eas wo ire
ctions. Hence, in my opinion, taking this into account
we hope to understand the progress made in the ana ys
tions and if we want to go further in regard to these

The first direction is that of comparative analysis,
proceed with the analysis of institutions in a purely axiomatic man
ner. The very identification of the rules of the game an ^ ® ^ ̂  ̂
of their application, of their impact on the performances ο e or
ganizational modes, and more generally, on the dynamic ο organi
zations, implies marking the research terrain with points tor compa^
rison. Comparison does not mean description. The compara ive s
dies undertaken by the new institutionalists are guided by a eery,
the transactional approach. In the present state of the researc , m^y
works'' use a mix of qualitative analyses and theoretical models a
are basically «local», destined to account for the introduction an
the application of certain mles. ..
A typical case seems to be that of a model developed by i -

grom-North-Weingast (1989) that accounts for the nature and t e ro
le of the «Law Merchant» in the trade fairs of the Middle

Also, Avner Greif is developing a whole series of models es i
ned to account for the «enforcement» mechanisms and for their ρ
ce in the development of Mediterranean commerce of the »
12th, and 13th centuries. In another perspective, let me quote t e
works of McCubbins, Weingast, etc. regarding the impact of the po
litical rules of a federated system as compared to a centralized sy
stem in the implementation of a transactional order.
A second direction concerns the use of case studies, a very con

troversial subject for numerous economists of the «mainstrearn».
Case studies play an important role in updating and analysing e
general rules of the game, but also in the study of institutiona
arrangements and modes of organization (an emblematic ® J'_
that of the buyout of Fisher Body by General Motors. See ®
troversial contributions to the Journal of Law and Economics, Ρ
2001). Most of the authors working in the new institutional tie
not seem to be suffering from the allergy that for obscure reasons,
is quite widespread among economists, in regard to «case» stuaies
serving as a basis for theoretical developments. The reason could be
due to a misunderstanding. If we refer to a case study as descriptive
research, then the new institutionalists share the scepticism ot con-

14
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ventional economists. But can we characterize as a purely descri
ptive monograph the study of the pins factory that has provided
Adam Smith with a basis for the establishment of the concept of di
vision of labor? Or the study of a baseball team, that led to the
creation of the tournament theory? Or the analysis of the franchising
of cable television in Oakland, that led to a profoimdly new inter
pretation of arbitration between modes of organization? Would that
be the case, we should reject a very substantial part of the theoreti
cal developments in economics over the last two centuries.

4. Results

After having brought forth the conceptual background and the
methodological problems, what additional knowledge, can the new
institutional program claim to have contributed to the analysis and
the comprehension of the nature and the role of institutions? Here
also, it is not appropriate to go ahead with an exhaustive inventory,
considering the abundance of accumulated results. If we look back
on the last twenty years of this research program, the summary
would seem quite impressive.

Standard economics make no mistake about this, preempting mo
re and more questions and results. I will be content with recalling
three areas of the program that seem to me to be most fruitful so
far.

4.1. Analysis of organizational modes (or arrangements)
and arbitration between these arrangements

A first set of contributions, undoubtedly the one that has pro
gressed the most rapidly and most particularly since the 1980's, con
cerns «institutional arrangements», or, according to the terminology
that I have rather favored until now, organizational modes. It is the
program, well known and renowned, impelled by Williamson (1975).
This domain of new institutional researches contains precise and te
stable predictions, therefore refutable. I would like to emphasize three
points in particular.

The first is to recall the impressive number of studies and tests
on integration and quasi-integration, studies based on the concept of
specific assets, and, although to a much lesser extent, on the uncer-

15
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tainiy variable, surrounding transactions. As numerous authors have
said (see, for example, Joskorv, 1991; 2002), the analysis of Integra-
tion is a «success story» of the new institutional prograrn. e ein
ployed concepts allow us to better understand how firms' boundanes
are determined, and how the arbitration is carried out etween
alternative institutional arrangements. Some comparative ^sts ave
also shown that the new institutional explanation is «pertorming»
particularly well as compared to alternative explanations (Poppo an
Zender, 1998; Rindfleisch and Heide, 1997; Whinston, 2001).
A second contribution that I would like to emphasize concerns

the very distinct development, over the past ten years, of studies on
an alternative class of arrangements, the hybrid organizational Jorms
(sometimes characterized as «non standard» institutional arrange
ments). By this we refer to modes of governance based on agree
ments between legally autonomous entities, but sharing a su se ο
economic decisions, arrangements designed to preserve the incentive
advantages of the market while implementing mechanisms to reduce
opportunistic behavior. Examples, now considered classic, are net
works among firms, franchises, producer's groups. While there are
many earlier related works, the article that truly launched these stu-
<lies was that of Williamson (1991). This author developed
mitil then basically intuitive, of stable arrangements presented bet
ween the polar cases of the markets and the «hierarchies», therefore
making considerably more complex the picture he had drawn in his
ook in 1975. A summary of the characteristics of these arrangements
was proposed in Menard (1997), and since then the studies have

trying to leam more and better understand the contracts
mi erlying the agreements, and more generally, coordination and in-
^ntive mechanisms that ensure sustainability (see, for example,
trousseau and Glachant (ed), 2002; Lafontaine and Reynaud, 2001;
Menard 2003).

On the other hand, there is a certain paradox on the micro-analy-
ical side of the new institutional program: This lies in is the relati
ve underdevelopment of the studies regarding the internal characteri
stics of integrated organizations. In fact, taking into account the im
portance attributed in 1937 to the «nature of the firm» by the foun
der of the new institutional movement, Ronald Coase, and taking
into accouru that the first research works of Williamson^, related
precisely, to the internal properties of integrated firms and the man
ner in which they determine their advantages as well as their limits
with regard to the market, we could have expected a more rapid de-

16
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velopment of researches on these issues. Hence, the progress in this
area is still poor, as emphasized by numerous authors (see for
example, the numerous contributions to the Journal of Economic
Perspective, April 1998).

Therefore, we possess very few studies today relating to the in
ternal mechanisms of firms that allow them to organize transactions
internally in an efficient manner (Gibbons, 2001), or in the manner
in which human asset specificity plays out on the organization of
work and, therefore, the relative efficiency of a firm with regard to
other institutional arrangements. Part of the explanation lies in the
difficulty in obtaining data. But it is crystal clear that the analytical
framework must also be developed. This is where the new institu
tional concerns join with those of economists closer to the central
core of the mainstream (for example, Holmstrom, 1999).

4.2. Analysis of a certain number of institutional
mechanisms and their effects on the organization

of transactions

A second area of fhiitful research concems the analysis of insti
tutions themselves. The works of Douglass North have evidently
played an important role in directing this dimension of the new in
stitutional program. Here again, too many contributions should be
taken into accoimt. Let me focus on some of them.

Firstly, progress has been made conceming the comparative ana
lysis of institutional mechanisms, which underlines their role in the
differentiation of the paths of development because of their impact
on the volume and the methods of organization of transactions. The
political-legal dimension holds a particularly important place here,
and the concept of «enforceability» plays a key role in these analy
ses that partly inspired the annual report of the World Bank (2001).
To be more precise, I will give here three examples that are particu
larly significant: (1) the work of Avner Greif, comparing the political
mechanisms established in Genoa and in Venice in the 12th and

13th centuries and leading to organizational choices and development
paths that were strongly differentiated; (2) the research of Sokoloff,
Engerman and Haber (2001) on the compared growth of the USA
and Latin America; or (3) the works of Lee Alston et al. (1996) re
garding the role of land property rights in the dynamics (and some
of its failures) of the American economy.

17
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We should also take note of the researches that have allowed for
the identification and the analysis of the «efficient» (or inefficient)
institutional rules, in the sense that they permit an increase in the
voliune of transactions and a reduction of their cost. I must particu
larly mention here the remarkable development of studies on the
intersecting area of «Law and Economics» (in particular, contract
rights and property rights), mainly initiated and piloted by Coase,
within his editorial functions for the Journal of Law and Economics^·

Less known, particularly in Europe where these developments
have not greatly advanced until now, but very dynamic is the new
uistitutional movement developing at the intersection of economics
and political sciences, for example regarding the nature and the role
of a «federal» system, the relative advantages of the degree of cen
tralization and the impact on the «enforceability» of the rules of the
game. If an important part of these studies has been in regard to the
^erican system (Weingast, Ferejohn, McCubbins), they are also
oing extended to other areas, for example, Brazil (Mueller) or Ar

gentina (Spiller and Tommasini).
I would finally like to make note of a certain number of more

ormalized works, regarding mainly the question of institutional sta-
example, in the analysis of the factors that determine in

stitutional equilibrium and the factors that lead from one equilibrium
e pother. The pioneering work of Hurwicz (1987), on «institutional
esi^>j remained at a very general and abstract perception of

^ system for transmitting messages, gave way to
defin researches on the conditions of stability of well
in Tvr^ "i game, whether they are related to norms (Aoki,
or to^'^^'^ 2000; Aoki 2001), to political rules (McCubbins, 1999),
r»f u. ®®chanisms relevant to the micro-economic organization01 transactions (Ensminger, 1992).

4.3. Analysis of interactions between institutional
environment and modes of organization

more^re itaturally lead to highlighting other results, even
i^^'^ therefore, currently undergoing elaboration and dee-

vim ^ ®^^tion, relating to the manner in which the institutional en-nment interacts with the organizational arrangements that are
isp aye within this context. The numerous new institutional stu-
les 0 the last decade regarding the phenomenon of regulation/de-

18
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regulation have allowed for advancement in this regard, in particular
in three areas.

First of all, we now have better knowledge of the impact of the
choice of rules of the game on the manner in which the modes of
organization of transactions are determined and therefore the exchan
ge between these modes as well as on the resulting performances.
We may refer, for example, to the works of Joskow and Schmalensee
(1997) for the manner in which State-owned enterprises in Russia
have been delineated in the privatization movement, to the works of
Joskow regarding the deregulation of the electrical sector (Joskow
1991b, 1998), to the studies of Levy and Spiller (1994) for the in
stitutional transformation of the telecommunications sector or the

studies coordinated by Shirley (2002) in the water sector. An intere
sting development concerns the use of experimental economics to
test the behaviors related to the rules of the game (see for example,
Staropoli, 2001).
A second series of interesting results on this subject relates to

the analysis of the impact of the legal frameworks on the choice of
the modes of governance and their performances. First of all, there
is a series of studies relating to the manner in which property rights
are defined as well as to the consequences resulting from the way
the transactions are organized in such contexts. Good examples are
provided in the works of Alston, Libecap and Mueller (1997) regar
ding American or Brazilian agriculture, or the works of Libecap and
Wiggins (1985) regarding operations in the oil fields. Then, there
are researches regarding the laws governing the operations of firms,
for example, the laws concerning «coφorations» and their conse
quences on the mode of governance (illustrated, for example, by
Marc Roe, 2002). Finally, there are the analyses concerning the role
of the legal system in the definition, elaboration and execution of
contracts (I can refer here to the works of Alan Schwartz (1992),
among others). All these researches converge, despite their diversity,
in what they all emphasize, the articulation between legal rules and
organizational choices based on these rules.

I would like to end this far from exhaustive review, by mentio
ning a series of works in the process of publication that put more
and more emphasis on the central role of «micro-institutions», inter
spersed, on the one hand, between the global rules of the game
marking the institutional environment, and on the other hand, the
agents, the organizations or the contractual agreements that bind
them. Converging studies (Levy and Spiller, 1994; Shirley (ed.),
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2002; Menard and Shirley, 2002) show, in fact, the key role of the
se mechanisms in the organizational choices and in the performances
observed once the choices are made. The objective of these resear
ches is also to progressively identify the key micro-institutions, to
show how they are closely linked to certain sectors of activity. A
theory for intermediary institutions then takes shape, setting out the
general rules of the game for the effective modes of organization of
transactions in specific activities. It is these intermediary institutions
that, in all probability, make all the difference regarding the effi
ciency of institutions comprising the global institutional environment
and largely determine the differences in performance, explaining
why the same mode of governance (sometimes the same fi rm) suc
ceeds in one environment and fails in another.

5. Conclusion

I have presented here but a minute part'® of the recent contribu
tions of new institutional analysis to the knowledge of what insti
tutions are and how they function and interact with the arrangements
for which they serve as a framework and support. As I have shown,
there is quite an abundance of contributions. Readers will conclude,
I hope, that the new institutional program is effectively «progressive»,
that it continues to open up new fields and therefore deserves more
discussion.

If I must retain a few unquestionably central points of these con
tributions, I would definitely put forth the concepts of transaction
and transaction costs with all the analytical mechanisms that sur
round them. But I would also emphasize the analysis that is develo
ped around the problems of «enforceability» and «enforcement», on
the nature and the characteristics of incomplete contracts, and the
now central idea in the new institutional program that there exists a
significant variety of altemative organizational modes, among which
a never ending arbitration takes place, an arbitration where both the
rules of institutional environment are at play as well as the internal
characteristics specific to these modes of organization. Finally, I
would like to note the study of the conditions characterizing the effi
ciency and the stability of the institutional mechanisms.

Major problems obviously remain, of which I should have made
a point. I will mention three of these points that I particularly feel
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strongly about. (1) We have, as of yet, made little progress on the
question of innovation, in particular regarding the nature and the ar
ticulation of organizational and institutional innovations. (2) We do
not, or barely, understand the mechanisms for the implementation of
incentives in their organizational environment and in their institu
tional dimension. (3) We have not advanced very far in the area of
analyses of the agents' behaviors allowing us to go above the ad
hoc hypotheses related to bounded rationality and opportunistic
behaviors. In particular, we are still debating tlie famous hypothesis
of rationality. Here, I believe we share a difficulty common to all
economic theories, attributing a central position to the analysis of
institutions. A major problem results: For lack of a more generalized
theory, we have a tendency to produce localized theories, beyond
the transaction concept that cannot include everything. Fortunately,
we may draw an optimistic conclusion: there is still a lot of time
left for more research into institutions.

Notes

1. For a survey of the diverse contributions of the new institutional ap
proach to these fields and some others, see Menard, C. and M. Shirley
(2003; forthcoming).

2. For overviews on the subject, see Williamson, 1985; Joskow, 1988;
Crocker and Masten, 1996; Klein and Shelanski, 1995, Rindfleisch and Hei-
de, 1997, Menard 2003.

3. Let me mention, for example, the researches of Ferejohn, McCubbins,
Weingast in political sciences, of Engerman, Nye, Sokoloff in history.

4. For developments on this point, see Menard (1995).
5. For a more detailed approach, see Menard, 2001. One can also find

very interesting remarks, although from a totally different viewpoint, in Laf-
font 1999.

6. And other social scientists in that respect.
7. References are provided in the next section.
8. See, for example, his remarkable article of 1967 on «Hierarchical

Control and Optimum Firm Size».
9. A concise presentation of these contributions can be found in the

preface of Yves-Marie Morrissette, a law scholar from Montreal (Introduction
to Coase, 2000).

10. For a more complete view, see M6nard (2003) and M6nard and Shir
ley (2003).
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Abstract

Successful, less successful and unsuccessfiil examples of sy
stem transformation processes leading to or trying to lead to sta
ble democratic market economies are plentiful.

These developments pose a challenge to economics and politi
cal science to develop theoretical concepts that can explain the
dynamics of these system transformation processes and that can
suggest strategies for a successfitl management transition and en
sure stability. We propose to take the first steps towards develo
ping such a conceptual framework by interpreting elements of re
levant economic and political theory. We shall do this by first ta
king a critical look at relevant theoretical concepts in political
science and economics before, in part III outlining in a rather
tentative and general way one proposal for an integrated ap
proach.

We are currently witnessing a series of most remarkable political
system transformations in many parts of the world. Developments in
Eastern Europe and in the former Soviet Union are probably the
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most dramatic. The disintegration of the Soviet Union and the decli
ne of its influence on Eastern European nations where new leader
ship, committed to the establishment of market economies and de
mocratic systems of government, have assumed responsibility, dra
matically illustrate the wave of fundamental change that is presently
sweeping Europe and which has its -probably less successful coun
terparts- in other parts of the world, particularly in Latin-Amenca
and South-Africa. These developments are fundamentally changing
the world order that has existed since the Second World War where
the super powers allowed direct confrontations only in far away and
often irrelevant places (Vietnam, Afghanistan and Angola) but were
able to avoid a frontal collision.

The violent conflict in what used to be Yugoslavia, the more or
less peaceful «divorce» in Czechoslovakia, the latent crises in Po
land and the complex problems in the Republics of the former So
viet Union illustrate clearly that these system transformation pro
cesses are and can be the source of new types and kinds of confli
cts for which there will be no easy solution. Unfortunately, the poli
tical and economic sciences individually and collectively do not ha
ve the necessary theoretical and methodological instrumentarium to
come up with clear and precise recommendations as to what strate
gies of change could make this transformation process stable and
lead to the common goal, the establishment of a democratic system
"With a market economy where social justice prevails. Political and
economic theory has been more concerned with explaining, either
revolutionary or evolutionary change of political and economic sy-
s ems. What is happening today is a combination of both: on the
one and, a radical change of the economic and political paradigm
η  astem-Europe tuming from socialism to the principles of politi-

emocracy and market economies; on the other hand, the pro-
ess ο transforming all aspects of the social, political and economic
ys em requires the development of new institutions, the development

t  processes and the development of new policies — aas w ich cannot be accomplished overnight, a challenge which
equires a tmly evolutionary process in both theory and practice.
j ̂ Inadequacy of economic and political theory to deal with

ne^ Eastem Europe has been demonstrated by Wag-
h/t A A · ^'"Snes that societal systems can be categorized andsu ivi ed in subsystems, primarily the economic, the political and
e socK^ cultural system and that crisis in the legitimacy in any

one of these subsystems will create a crisis of the total system.
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Eastern Europe is faced with a fundamental crisis of the economic
and the political system and the re-emergence of old social, cultural,
ethnic, religious and national identities. Between the subsystems,
spillover effects, reinforcement and feed-back effects can lead to an
intensification of the crisis of the whole system and endanger the
stability of the transformation process. Consequently, these systems
in transition are faced with the difficult task of managing system
change in such a way that the inevitable instability of the transfor
mation process can be kept at a minimum and not allowed to en
danger its success. The question of how to manage a stable trans
formation process in subsystems and in the system as a whole is the
major issue we intend to focus our attention on this investigation.

Wagner suggests that two fundamental questions have to be ans
wered in this context;

- What were the factors that caused the change of the system and
how can they be explained?

- What is the dynamic process of subsystem interdependency i.e.
the dynamics of system change?

We are primarily concerned about the second question and there
fore emphasize the factors that have contributed to stable transfor
mation processes in some societies leading to new stable equilibria
in and between subsystems.

Successful, less successful and unsuccessful examples of system
transformation processes leading to or trying to lead to stable demo
cratic market economies are plentiful. After the death of Franco,
Spain^ managed to cautiously but consistently convert political insti
tutions that were already existing during the Franco regime to typi
cally democratic institutions. It was not a radical revolution but an
evolutionary change to democratic processes and institutions that
went hand in hand with other substantive changes in the social, po
litical and economic subsystem. Despite several attempts by the mi
litary to reverse this process, it was the strong support which the
King and the vast majority of the population gave to this process of
transformation that made it a success.

Similar developments have taken place in Portugal and in several
Latin American countries^. There are also several examples where
the transformation process has not been successful, where political
systems have not been able to manage the transformation process in
such a way that a new stable system and subsystems would emerge.
Turkey is an example but also some countries in Latin America'^. In
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the case of South Africa the verdict is not in yet^. And of course
also in Eastern Europe, despite some hopeful beginnings, it is too
early to render final judgement.

These developments pose a challenge to economics and political
science to develop theoretical concepts that can explain the dyna
mics of these system transformation processes and that can suggest
strategies for a successful management transition and ensure stabili
ty. We propose to take the first steps towards developing such a
conceptual framework by inteφreting elements of relevant economic
and political theory. We shall do this by first taking a critical look
at relevant theoretical concepts in political science and economics
before, in part ΠΙ, outlining in a rather tentative and general way
one proposal for an integrated approach.

Part I: The Concept of the Political System
and the Policy Approach

The inadequacy of current political theory to explain stable trans
formation processes and to suggest strategies for a successful mana
gement of change, can be illustrated by first looking at policy theo
ry and systems theory in political science. Traditional approaches to
tms study of political systems treated public policies, the outcomes
° ® political decision processes, as the major dependent variablewi socio-economic development conditions and characteristics of

e political system as intervening variable. In a very simplified
ay this concept can be described as follows:

(Input) (Output)

Socio-Economic
Development
Variables

Policy Outcomes

(Transformation)

Characteristics of
the Political
System

Graph 1

ear y this model is oversimplified and political scientists have
use much more complex concepts (see Fig. 2), but they have gene
rally proceeded under the assumption that certain inputs (demands
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and supports) and characteristics of social and economic development
are transformed by the political system into policy outputs or public
policies. For political scientists the interesting question was whether
differences in political system characteristics (transformation pro
cess) could explain differences in policy outcomes i.e. the old que
stion whether «politics matters».®

The basic elements of this «simple» model are still the same as
in Figure 1. There are the inputs, the conversion or transformation
mechanisms and the outputs. Added to it are impact or effects. By
simply differentiating each of these four categories - for instance,
differentiating inputs between system characteristics, political chara
cteristics and problem characteristics, in the political system bet
ween policy formation process and structure, and policy implemen
tation process and structure - the complexity is significantly in
creased. By introducing a differentiation in outputs between target
reaction and system reaction which will lead to the eventual outco
mes, complexity is further increased. Finally, by specifying the feed
back loop, the policy-making system lool«, at least on first sight,
rather confusing. In this conception, relationships have been desi
gnated by arrows, they are not quantified - only their general dire
ction is given. If these would be additionally included, the picture
would become almost incomprehensible.
A vast literature developed on this subject matter since the 1960s

in the social sciences but particularly in political science. Ever new
variables, and ever new measures were used to analyze the relation
ship between social economic development variables, the characteri
stics of the political systems and policy outputs or outcomes.^

Three issues in this literature are of significance for our concern.
They represent a major preoccupation of scholars who worked in
this area. They are:

- An analysis of the policy process itself, i.e. how policies are ma
de and at a later stage also how they are applied and implemented.

- The development of a typology of the major types of policies that
modem states use;

- The examination of the instruments which are used to achieve the

objectives of public policies.

Prior to taking a brief look at the theoretical concepts used in
these three areas of policy analysis, it may be worthwhile to think
briefly about what «policy» actually means. The often quoted phra
se from Harry Eckstein «In political science the safe bet usually is,
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that even widely used concepts are not widely understood in a uni
form, unambiguous manneD> applies here.^

Among the dozens of definitions that can be found in this body
of literature the most useful for our ρυφθ565 is that of Heclo who
defines policy as «something 'bigger' than particular decisions, but
smaller' than general social movements... at its core, policy is a
course of action intended to accomplish some end».^ This definition
of policy suggests two important dimensions. First, policy is more
than small individual political decisions, secondly, that it is a pro
gram of actions that tries to accomplish certain social, politica or
economic objectives. Although this definition maybe criticize or
maybe unsatisfactory to some, it suffices for our purpose to narrow
down our concem and specify the general field of our concerns.

Tl. The Policy Process

Focussing on policy and the process of policy-making marked in
political science a tumaway from the prevalent legalistic and institu
tional orientation. Viewing politics as an intricate process of intera
ctions between individuals and groups brought a new dynamic i
mension to political analysis. The key concem were no longer sue
concepts as state, parliament, executive, parties, but rather actors
and decision-makers who worked in a particular institutional contex
which channeled their actions and activities, but whose personal ro
e and interactions with other actors were more important than e
ormal institutional context. Institutions were not looked upon as m-
s itutions, but as elements in the policy process according to t e
tun^ons they played in this process.
ht orientation in political science certainly brought new insi^tits, but it also lead to new problems. The first problem encountered
was the differentiation between the policy process and the environ-
ment (social, economic, political) in which it took place and
ine this relationship. The concept «political system» was used to
escnbe the general context in which policy processes took place,
ut w ere would one have to draw the borders of this system, par-
icu ar y with respect to the «social» and «economic» system? Were
«socia » and «economic» actors, i.e. interest groups, associations,
arge enterprises, part of the political system or were they part of
e environment in which the «political» policy process was taking

ρ ace. The lines between the environment and the policy system
proved to be very difficult to draw both theoretically and much mo-
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re difficult operationally. Moreover, it was realized that a great num
ber of actors played different roles in different situations; they had
to be counted as part of the system in certain aspects of their a-
ctions and as part of the environment in others. Conceptualizing the
policy process in general terms as it was done by Easton and in our
own little graph on page 5, above, was relatively easy. Trying to
define it, and operationalize it for research purposes proved much
more difficult, and unfortunately, many scholars circumvented the
problem by using -easily available- highly aggregated data and by
treating the political system as a black box which transformed^ so
mehow miraculously «input» into «output». This approach offered
researchers two advantages: first, they could avoid facing the insti
tutional issue -after all «institutions» had come out of fashion- and
second, it enabled them to apply advanced statistical methods and
thus gave their work the appearance of being truly «scientific».

Efforts to develop more adequate concepts of the policy proces
ses inevitably led to a very complex reconstmction of an even more
complex social process. Over time concepts of the policy process
became ever more detailed and ever more complex. Hgure 3 shows
what the author called a «simple model» of the policy process.

Starting at the top of the cycle we begin with the policy deve
lopment stage. In this stage the European Commission develops a
proposal for a Legal Act. Let us say in this case, a directive. It is
followed by a policy decision; in our case the Council decides to
pass —usually a changed version of— this proposaL The output is a
directive. In the next stage Member Stages are obliged to transpose
the directive into the law of their coimtries, i.e., transpose it into
national law. This will be controlled by the Commission. A feed
back loop shows that according to Article 169 (EC Treaty) the
Commission has to check whether the transposition has been timely
and adequate. After full legal transposition Member States have to
pass secondary regulations in order to make the directive applicable
in practice. The Commission should -and in most cases does- check
this stage in accordance with Art. 169 (also called infringement pro
cedure). National Courts can also check the legality of the applica
tion process. The Commission also is supposed to monitor the ap
plication of national laws and evaluate this process. If problems ari
se, the Commission -often on requests from Member States- pos
sibly will begin to redesign and update policy which will result in a
new policy proposal to the Council and a new, or an amended dire
ctive.
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An important distinction in these conceptualizations is the distin
ction between policy formulation and policy implementation. In the
early phase of the literature the focus was primarily the process of
policy formulation, i.e. the way political decisions were made, the
actors that were involved, the influence they had and what the oiri-
put of the policy system was. It was later realized that policy co
not be fully explained without including also the stage after a po i-
cy decision had been made, when it had to be applied and imp e-
mented. Moreover, it became clear that in the process of implemen
tation new policy choices had to be faced and that policy was not a
finished «product» but that it was something that experienced chan
ge and was subject to pressures and counter-pressures in the process
of implementation as well.^°

The policy process literature was confronted with another di
culty; The basic structures of the concepts were linear. It was a se
quence of events that were captured in the conceptual ffamewonc.
Yot, policy clearly was a continuous, dynamic process. Today s ^
tical decisions are implemented tomorrow and will give rise to e
necessity to make a new decision or adjust the previous decision
the day after tomorrow. This dynamic aspect was not captured m

conceptual framework. Although there were always referenc^ to
eedback loops; in terms of operatio-nalization and in terms of theo
ry these feedback lines were drawn into the graphs but not taken
seriously.

Early critics of the simplistic policy approach already had poin
ts to this problem.^· The obvious solution was the concept of the
po icy cycle, where policy decision and implementation processes
were not viewed as a linear sequence with possible feedback lines
u as a cycle which fed into itself. In its most simple foim the

^ycle places the major phases of the policy decision imple-
η tion process in a cycle where one stage leads into the other,

ο icy decision making leads to policy implementation, to policy
policy redesign and to policy reformulation or redeci-

^ ig· 3 gives an example for such a cycle).
® niajor dependent variable is a stable democratic market sy-

instLtionT^^'*^^^ Pofit'^al and socio-cultural
How this democratic system evolves and whether it evolves de-

pen s on a set of very complex interactions between three major ty
pes of variables.
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- The existing system ecology composed of economic factors such
as GDP per capita, infrastructure, political factors such as party
system, the quality and competence of the existing administration
and socio-cultural factors such as the social security system, edu
cation, religion, etc.

- the characteristics of the system in transition^ composed of eco
nomic, political and socio-cultural factors and

- policy output choices, key policy choices in the economic, politi
cal and socio-cultural areas.

It is our argument that the most important determinant of whe
ther and what kind of stable democratic system will emerge de
pends on the kind of policy choices that are the result of existing
system ecolo^ primarily and the characteristics of the political sy
stem in transition. How these factors interact, their relevance and
importance, their weight and their consequences can only be answe
red through empirical research.

This dynamic concept provides a more systematic perspective of
the policy process linking the various elements and forcing resear
chers to include a greater number of variables in their examinations.
Policy cycles are different for different policy areas, different policy
fields and different political systems. The model pictured in Fig. 3
has been designed to capture the process of European environmental
policy. It shows many crucial linkages between different actors on
different levels of governments.

The policy analysis literature in political science has been a revi
talizing and refreshing irmovation to traditional political analysis. As
part of the behavioral movement, it brought new ideas, new con
cepts and, above all, a new concem with empirical research. It saw
itself in strong contrast with the disciplines' traditional focus on
institutions and legal aspects. It is understandable therefore, that it
ignored the linkages between the policy process and political institu
tions and underestimated the importance and the restraining force of
political institutional structures. Nonetheless, it provided a concep
tual framework for a large number of very interesting empirical
inquiries of high scientific quality. Comparative policy analysis
moreover, suggested that there were significant differences between
policy processes in different political systems and also with respect
to different policy areas. It was necessary therefore, to develop a ty
pology of policy areas from the perspective of a policy process
point of view.
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1.2. Typologies of Policy Area

By far the most simple typology is that based on the content of
a policy. One can speak therefore of social policy, economic policy,
employment policy, etc. But this simple division is not veiy use
from an analytical point of view, because policy analysis is trying
to find commonalties and significant differences across these su
stantive policy areas. The key question is not to differentiate accor
ding to every possible designation of substantive policy areas
find categories that characterize certain types of policies, that pom
to significant differences between social policies and economic po
licies, etc.

Most efforts to arrive at such a typology have been rnore or ess
inspired by Theodore Lowi's typology. Principally, Lowi distinguis es
•only between four types of policies: distributive, regulative, cons i
tuent and redistributive.^^ Lowi uses the likelihood of the uti iza lo
of coercion in the application of policy. The classical theory sc erne
is represented in Figure 4.

The primary concern of Lowi was to relate policies to the way
they are made and applied. In a sense, he was interested in the re a
tionship between policy and politics, whereby politics for him was
the dependent variable.

What has fascinated scholars with Lowi's classification sc erne
is not this initial concern but rather the use of this typology as
simple descriptive classification of policies. Indeed, it seeme ogi
cal to speak of

distributive policies, where things are being given away;
re^lative policies, where restrictions, rules of conduct an san
ctions are stipulated;
redistributive policies, where re:
ο people and given to another
constituent policiei
de, rules about th<
how it is handled.
Moreover, some of these terms have been used in other fields of

inquiry, like economics which suggested that there were indeed
ndamental differences between these types of policies with respect

to the policy content and process. Unfortunately, the typology is la-
c ing precision, it is rather general including a broad range of phe
nomena in one category which makes it rather difficult to apply and
operationalize the typology in empirical research.

ctions are stipulated;
r^istributive policies, where resources are taken from one group
ο people and given to another
constituent policies as general rules about how decisions are ma
de, rules about the political system itself, rules about power and
how it ie
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Because of these difficulties, it is not surprising that others have
developed alternative typologies most of which are based on the
four-fold scheme of Lowi. The most interesting is that of Salisbury
and Heinz."^ The criteria for distinction are not any longer the use
of force or coercion, but the characteristics of the decisional system
and the demand pattem. Salisbury differentiated between integrated
or fragmented political decision system and demand pattem (see
Fig. 5). He arrives at the same four categories or types of policy,
whereby constitutional policies are considered only a special case of
regulative policies. In its place he uses a new type which he calls
«self-regulative policy» referring to policy areas where regulation is
left to those concemed themselves since the decision system is frag
mented and not capable of enforcing a redistributive policy in this
case. The further refinement can be found in the Salisbury/Heinz
publication of 1970 where the decisional system is replaced by the
concept of the «costs» involved in reaching decisions. It is not more
than an interesting variation to the same theme.

Also based on Lowi's four-fold typology, Paul Sabatier tried to
move further away from it by focussing more on the very content
of different types of policies. He differentiates between policies
which provide or allocate goods and services and policies which re
gulate behavior. The other dimension involves the benefits and costs
of policies where he distinguishes between zero-sum policies (where
clearly one group gains what another group loses) and non-zero-sum
policies (where both or all participants can gain from the policy).'^

It is only a small step from this typology to a typology which is
more concemed with instruments of policy, i.e. the kinds of measu
res taken to realize certain objectives. A typology that stands some
where between the Sabatier classification and a purely instrumental
one, is the one developed by Jann which includes both the Sabatier
type categories and adds typical policy instruments such as raising
taxes, introducing new «programs» or «spending programs», etc.

Prior to moving to the discussion of the instrument question, we
should keep in mind that particularly the Salisbury typology could
potentially be very useful in working or applying or developing
concepts and frameworks for analysis of political systems in transi
tion, since one of his criteria is the nature of the political system,
whether it is integrated and fragmented, although the categories are
probably much too general to be directly applicable.

As interesting as these classificatory schemes of the substance of
policy are, they all avoid the cmcial question of the consequences
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of policy content for the stabilization of political systems. They do
not ask whether some type of policy is more conducive towards sta
bilizing institutions and others are less likely to achieve this objecti
ve. Nonetheless, some of these categories may be useful in eve ο
ping our own classificatory scheme of the substance of policy.

1.3. Instruments of Public Policy

Interestingly enough, one finds little reference to the question of
policy instruments in the American literature. It is a domain
was developed primarily in Europe, above all in Germany an i
the Scandinavian countries. Perhaps, this is a result partia ^ °
stronger influence of economic theory on policy researc m
countries. Perhaps, it is also a consequence of the more in
concem in the European policy literature with concrete «program
of public policy ranging from social programs, environmen
programs to planning etc. This concem is particularly charactens
of the implementation literature in Europe.'^

Although the literature is full of very detailed and highly
erentiated classification schemes of policy instmments, for
poses, the most commonly used three-fold differentiation wi
sufficient:

— administrative instruments, that is rules and regulations enacted,
enforced and controlled by government;

— economic instruments, the use of taxes or other levies or su si
dies and incentives to achieve certain objectives;

~ informational and consultative instmments, where policy provi es
guidance and support for citizens, e.g. employment offices, con
sumer offices, etc.

Basically, this typology of policy instmments distinguishes bet
ween the resources that are used in policy application and imp e-
mentation, i.e. power, money, and information.

These instruments can be further refined and subdivided. Econo
mists have developed a full array of economic instmments. In poli
tical science and in public administration a great number of subdi
visions have been developed with respect to political-administrative
instruments and informational instmments, where also sociology has
made some contributions.

In conclusion, it also should be emphasized that specific policies
or political programs may employ a whole range of these instm-

38



Striving to be member of the club

ments and their effectiveness and success often depends on a spe
cific mix of political-administrative, economic and informational
policy instru-ments.

1.4. An Intermediate Conclusion

Policy analysis in political science is primarily concemed with
answering the question of how things are done, how policies are
made, how they are implemented, how they are applied. It has only
in a few exceptions focused on another important question, namely
on what is policy or what should policy be, i.e. the material dimen
sion of policy. This was left by and large to the specialists from
other fields, to the economists, to the educational people, to the so
cial policy people, etc. At the same time policy analysis would be
an ideal area where the process and the structure oriented scholars
would work together with those interested in the what question, the
material dimension.

Another weakness of the policy literature has been identified as
its failure to link up with institutions, with the stmctures in which
policies take place, in which policies are decided and are implemen
ted. It is also reflected in the very limited discussion of policy in
struments, where particularly the relationship between material con
tent, objectives and instruments, involving an economic, political
scientist and public management perspective, is virtually absent. If,
as we are trying to do, one wants to develop a conceptual frame
work for political systems in transition, for systems in search of sta
ble democratic institutions, we need to provide these linkages. We
need to integrate economic and political science theory, we need to
integrate the question of the substance of policy, its relationship to
policy process and the actors involved in it and to the institutions
that provide the framework for policy making and implementation.
In most stable systems these are given and analysts need not ask
these questions. Change is taking place slowly, institutional conse
quences of policy choices and policy processes can be at best obser
ved over long periods of time. In systems in transition the opposite
is the case; it is a crucial question and time is a scarce commodity.

This is particularly urgent when the timetable of accession to the
European Union dictates the agenda of domestic policy. In fact,
there is an umbrella effect, since even those states not now being
active candidates but preparing to become candidates, anticipate the
requirement to absorb the acquis communitaire. In addition, the um-
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brella also extends to their traditional trading partners who absorb
the acquis, more or less successfully, in order to be associated. The
role of the Council of Europe in this should not be overlooked ei
ther. Witness the recent decision of the Republic of Romania to
abolish the death penalty (April 2003).

Part II: The transition to a social market economy

and a democratic political institution
as an economic problem

The sudden demise of the state socialist economies in Eastern
Europe has caught most professional economists in the West by sur
prise. Within months, however, a stream of literature began to flow
and economists of all kinds of persuasions tried to apply their ana-
Ij^ical tools to the new phenomenon. While the profession functio
ned effectively in addressing a newly urgent problem, it did not in
systematically building on the extant work on economic systems
that had accompanied the rise and development of the market eco
nomies for about the middle of this century.
Three instances highlight this point.

1. Janos Komai has certainly established himself as one of the
leading authorities in the economics of transitions from one
system to the other. In a nutshell, his The Road to a Free
Economy (1990)'"' can be summarized in the sequence of steps
outlined in his pages 39-40:
1. Freedom to establish a firm; free entry into the production

sphere.
2. Free prices, based on a free contract between the buyer and

the seller.
3. Unrestricted right to rent out privately owned assets, again on

the basis of a free contract between the lessor and the lessee.
Among other things, these transactions should include the free
renting out of privately owned apartments or real estate, with
the rental freely agreed upon between the lessor and the lessee.

. Unrestricted right to employ people in all cases where the
employer belongs to the private sector household or privately
owned firm. The employer and the employee must be free to
agree on wages.

40



Striving to be member of the club

5. Unrestricted right to accumulate, sell, or buy any article of
value (e.g., rare metal).

6. Unrestricted right to accumulate, sell, or buy foreign curren
cy through transactions within the private sector and bet
ween Hungarian and foreign citizens.

7. Unrestricted right to take out and bring in domestic and fo
reign currencies.

8. Free foreign trade activity, in which the member of the pri
vate sector has the unrestricted right to export and import.

9. Unrestricted right to lend money, with credit terms freely
agreed upon between the creditor and the debtor.

10. Freedom of financial investment in the private ventures of
other individuals.

11. Freedom to sell and buy, at free prices, any privately owned
apartment, real estate, or other asset.

For a mathematical proof, the sequence in which particular con
ditions are ordered makes no difference. For a process of transition,
the sequence does indeed make a difference. It is obvious that the
sequence indicated by Komai is by no means an intended sequence.
It is simply a random compilation of different conditions a particu
lar system has to respond to. Altematively, one could think of the
preconditions to be met for a market economy to evolve in a step-
wise manner.

There is still no generally agreed upon theory of the transformation
of economic systems from central planning in physical units to de-
central market coordination. Yet there is agreement that a number of
institutional prerequisites are necessary for the operation of a market
economy; and additional prerequisite institutions are needed if the
market economy towards which transformation is proceeding is to
be embedded into a social welfare state. Both political and econo
mic considerations will determine the best possible path of the
transformation and, in particular, the sequence of institutional re
form measures as they will have to be implemented one after and
building on the other.

The simplest and most basic transformation scenario might con
sist of at least the following six steps:

1. Establish a property rights regime supported by the three basic
guarantees of private property, freedom of contract, and liability.

2. Define a transformation path in a politically binding way.
3. Facilitate the introduction of a free monetary system by granting
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citizens the freedom to choose whichever currency or other me
dium of exchange they prefer for their own transactions.

4. Define in a legally binding way the assignment of property rights
in the economy and society in order to provide a starting point
for the transformation path. . .

5. Establish a financially sound and independent system of socia
security which is kept separate from the state budget; as a fun
ding source, this system could receive the exclusive right to evy
a sales or value added tax.

6. Stabilize the public finances.

This is an example of how a sequence could be developed that
builds on the institutional preconditions to go from step η to s ep

2. A second example may be drawn from an outstanding jouma
now primarily devoted to economic change in Eastern Europe.
Alfred Steinherr's «Essential Ingredients for Reform in Eastern
Europe» surprises the reader with statements like these.
se flexible exchange rates generate too much instability and exe
too little constraint on domestic policies, the exchange rate mus
w fixed (most usefully in terms of the ECU). Convertibility may
then remain limited to current account transactions (p· )· ^
again, «Radical reforms have the intuitive appeal of not rocking
the boat and tackling problems measure for measure in a logica
order. Experience shows, however, that such a logical ordering is
itot possible in that, during the transition from one systern ο
another, contradictions developed which may deteriorate perfor
mance even further and reinforce conservative forces.» (p "7 - a
reference to the experience of partial price reform in Hungary
follows in order to collaborate the point). Note that his statement
in favor of the big bang approach rests on the unproved assum
ption that there is no logical order to the sequence of reform
steps.

3. third example is a bibliography kindly shared with me by an
official from the Deutsche Bundesbank in Frankfurt. The biblio
graphy is entitled (in my translation): Transformation of the Eco
nomic Order of the Former DDR: Economic restructuring in Ea
stern Gemiany: a Guide to the Literature. The part super-scribed
«basic literature on the transformation of economic systems»
running from pages 13 through page 28 contains none of the lea
ding works in German language economic theory on the subject.
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Let me give a few hints to this literature in the second part of this
appendix.
1. Although the pre-Smithian Cameralist literature already esta

blished a number of important criteria to be met by successful
plans for transforming agricultural into market economies (to
the benefit of the Cameralist' state), the Smithian inquiry into
the nature and causes of the Wealth of Nations set of a new

wave on inquiry in the continental countries. They were faced
with different conditions, since sea faring trade and the con
quering of natural resources and the establishment of monopo
lies of intemational trade were not at their disposal'®. In the
German language countries, the Smithian heritage had to be
translated into different institutional structures and consequently
into different political responses or programs. Most challenging
was the task met by the German professors in Russia, since
here, they were unable to use fairly stressing reform instru
ments while facing a particularly underdeveloped economy.
This clash of high-powered knowledge with arcane economic
processees may serve as a backdrop for our contemporarily
political and academic challenge'^. The leading authority in
this group is obviously Heinrich von Storch, who combined
his economic reform strategy, taken up from Smith, but adap
ted it to the Russian circumstances with a theory of civiliza
tion, or a theory of the political circumstances under which,
under the conditions of his Russian environment, a market
economy might have a chance to evolve.

2. The second great classic in the theory of transitions from sy
stem to system is the man who actually introduced the term
«economic systems» into the discipline of economics. Werner
Sombart in his monumental Modern Capitalism^^ carefully
traced the development from precapitalism to early capitalism,
mature capitalism, high capitalism and late (regulated) capita
lism by indicating precisely the institutional conditions at the
path leading from system to the other. However, he did not
systematically introduce the political element; following Pare-
to's advise, it seems he shied back from a systematic integra
tion of the political element, which he left to his friend Max
Weber. Pareto, on the other hand, in his «Les Systemes Socia-
listes» and later in his «Trattato di Sociologia generale» gives
a number of conditions for successful transitions from one sy
stem to the other.
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3. The archetypal researcher into transition processes from one
economic system to the other was, of course, Gustav Schmol-
ler, whose concept of economics involved the emphasis on the
socio-economic conditions for particular economic systems to
develop. He did not shy away from designing political econo
mic systems (such as the Modem Welfare State with the three
pillars of social insurance) if he could, by way of historica or
comparative research, establish viable institutions that a
served similar puφoses in similar societies. His Gnmdriss ef
Allgemeinen Volkswirtschaftslehre is replete with catalogues ο
conditions for the various steps of transition paths from one
stage of socio-economic deve-lopment to the other.

Conclusion

Our hypothesis is that the substance of specific social and eco
nomic policies will shape if not determine the type of new institu
tions in the three subsystems that will evolve in a transformation
process. We are assuming that there are some policies that are << e
ter» than others in helping in the establishment of democratic insti
tutions, of course depending on crucial existing conditions in the sy
stem (system ecology). If it is possible to identify «successful» po i
cies and how they are related to institutional change in the desire
direction, it should be possible to develop a strategy for managing a
stable system transformation. The elements for such a conceptua

.  ̂ . « · « 1 · rrfCkTsVi Π.framework are presented —again highly oversimplified— in graph 6.
The major shortcoming of graph 6 lies in the fact that the

does not help in elucidating the dynamic structure of the transitiona
process. As we emphasized earlier, the main weakness of the naive
literature on transitional processes lies in the fact that conditions are
isted without giving the logical sequence of their introduction. We
correct this weakness by indicating one conceivable scenario by
way of example. The scenario indicated is shocking and baffling to
most practitioners, because it flies in the face of textbook wisdom.

6t, this textbook wisdom is irrelevant, as it does not address sy
stems in transition. E.g. one of the participants in the conference in
Bad Homburg, where the papers combined in this volume were di
scussed, was upset by the proposal to fund the social security sy
stem with the proceeds of a sales tax and thereby wresting this po-
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werful tax from government, probably with the result of reducing
the government's ability to lay a credible claim on resources in that
economy.

Every transitional process that we have so far studied not only
shows us that the textbook conditions were never met even in the

most successful cases. The most important results not addressed in
the literature we have so far been able to survey is the fact that
transitional processes need transitional institutions which will be
created and then disappear. The Treuhand Anstalt is just one and
very specific an example for such a transitional institution. More
specifically, we hypothesize that a successful transformation strategy
will involve the sequential creation of institutions which by their
own design can not survive.

The basic rational of this hypothesis is by no means new. A pro
totype can be found in Friedrich List's^ ̂ Developmental Strategy of
Industrialization. The often-misunderstood argument for a protective
tariff was carefully drafted in such a way, that the tariff would have
to be revoked in the case of both possible outcomes. If the prote
cted industry did not develop according to plans, the tariff had to
be revoked as it was too expensive in terms of tariff expenditures
or revenue lost. In case it succeeded, the tariff would have to be re
pealed by virtue of its insignificance from a revenue point of view,
and most likely also because it would prove to be a political liabili
ty. This variant of constitutional political economy, which emphasi
zes the design of self-enforcing institutions which as their best stra
tegy have an incentive to complete the task assigned and then de
volve, has not been emphasized much after List pioneered it. It is
here where much more work will remain to be done, once enough
reliable information is available about successful transformation

processes.
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neuen Forschungsgebiet», in: Die Verwaltung, No. 1, 1977, pp. 51-78, also
® 2 volumes on implementation research edited by Renate Mayntz, cited in

note 10. In addition, Glaus Offe, Berufsbildungsreform, eine Fall-studie iiber
Reformpolitik, Frankfurt, 1975 and Fritz W. Schaφf, «Theorie der Politikver-
ec tung», in Scharpf, Reissert, Schnabel, Politikverflechtung: Theorie und
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Komai, The Road to a Free Economy: Shifting from a socialistem c^ain. the Example of Hungary, New York, WW Norton, 1990.
RirVi literature please refer to Jurgen Backhaus and

■  ngner. The Cameralist's Public Choice Perspective, PublicChoice, 53, 1987, pp. 3-20

^ Backhaus, «Die West-ostliche Migration Deutscher Okono-
Qi-hoO ^ Schreibendes Kapitel in der Geschichte Der Wirtschaflswissen-anlasslich der Tagung des Dogmenhistorischen Ausschus-
rkw Socialpolitik in der Kartause Ittingen vom 6. bis 8.Oktober 1991.

20. Review article by Jurgen Backhaus: Wemer Sombart: «MODERN CA-
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PITAJLISM». Kyklos, 42.4, 1989, pp. 599-611. Reprinted in: Mark Blaug (ed.)
Pioneers in Economics Section III. Aldershot: Edward Elgar Publishing Ltd.

21. For a more detailed exposition, see Jurgen Backhaus, «Friedrich List
and the Political Economy of Protective Tariffs», in: S. Todd Lowry (ed.).
Perspectives on the History of Economic Thought VII, Cheltenham: Edward
Elgar Publishing Limited, 1992, pp. 142-156.
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The military revolution at sea^
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Abstract

The article examines the link between the nature of societies,
the nature of governments, and the nature of their military acti
vities. Three great military and economic powers of the seven
teenth and eighteenth centuries are compared, Britain, Sweden
and the Netherlands. It is concluded that seapower was most
successful in countries with flexible and open social and political
systems.

Historian and political scientists have long been interested in the
rise of the modem state, and have very frequently connected it with
what Michael Roberts called the ^Military Revolution'. At its cru
dest, the idea he popularised is that at a date usually located in or
around the sixteenth century, armies became very much larger and
more costly, subjecting the states which sought to raise them to se
vere strains. Many early modem states failed to meet this challenge,
were conquered, absorbed or marginalised. A few succeeded in gene
rating the permanent tax-raising powers needed to sustain modem
armies, and so become the great military powers of modem Europe.
These powers -France, Pmssia, Sweden, sometimes Russia, Austria
and even Spain are usually cited- are often described as having follo
wed a particular route to modemity, sweeping away the archaic me
dieval representative institutions which had hampered the power of
princes, and becoming autocratic, centralised and bureaucratic po-

Professor of History, University of Exeter.

59



Nicolas Rodger

wers in which the power of the state had the full play necessary to
meet the military and governmental challenges of the modem world.

There seems to be a number of difficulties inherent in this ap
proach. By focusing attention on the rise of the great powers, it im
plicitly assumes that only power and success are of interest to histo
ry. Political scientists in particular, seeking to identify the two (or,
in the more sophisticated versions, three) variables which explain
the rise of the great powers, have largely ignored the experience of
states and nations which did not succeed, or succeeded in different
ways.^ Moreover the concept of the 'military revolution' explains
the fate of nations by reference to the form and functions of govern
ment. It assumes that the state shaped society, rather than society
the state. Finally, historians have with few exceptions considered
only armies, not navies.^ This is beginning to change, but it is still
possible to read eminent historians comparing Britain and Prussia as
military powers who are apparently quite unaware that the British
navy had any historical importance, or indeed had ever existed.'^

Broadening the perspective to consider small and transient states as
well as great powers, naval as well as military influences on them,
and society as much as government, draws our attention to states
which seem to have been formed in very different ways. Genoa, for
example no longer survives as an independent state, let alone as a mo
ther of states, and yet medieval Genoese seapower gave rise to several
naval republics. Some of them were not very far from here, on Ae
gean islands;^ and one of them, Monaco, still survives as a mute wit
ness to the Genoese seapower of the thirteenth and fourteenth centuries.^

Considering states which never became great powers teaches us,
among other things, that modernity and bureaucracy in central
government are not necessarily sufficient for success. In 1588, for
example, one of the best-known of European states radically refor-
nie Us system of govemment, sweeping away the untidy mixture
ο oTiices and institutions inherited from the Middle Ages, and re-
p acing them with a coherent and logical system of fifteen boards
or epartments which divided the business of govemment on fun
ctional lines, each department headed by a minister responsible to
IS sovereign for its affairs. It was then a unique approach to go-
vemm^t, and it has since become universal, which makes it cu-
nous t at so influential a development has been so little studied.

e state in question is of course the Papal State, and it is Sixtus
V s great constitution Immensa aeterni Dei which ushers in the mo
dem era of govemment.^ If the organisation of the state was what
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was required to make a great power, the Pope's divisions should
have dominated Europe. Reality, as we know, was different. The Pa
pal State, admirably equipped for greatness at the level of central
government, nevertheless lacked many of the essential requirements
of a modem state.^

Just as the Papal State was being refounded, another European
state was struggling into existence, and organizing its nascent naval
forces, with very few of the blessings of good government provided
by Sixtus V. The Dutch Republic in over two centuries of existence
never managed to agree to permanent constitution to replace the
temporary political arrangements with which it had begun. Its navy,
or rather navies, consisted of a large number of more or less inde
pendent organizations.^ Five provincial admiralties (notionally fede
ral institutions, but in practice dominated by local interests) each
maintained from their own revenues a fleet, an establishment of of
ficers, and one or more naval yards. The two great joint stock com
panies, the East and West India Companies, each possessed sub
stantial numbers of men-of-war. A number of individual seaports
provided municipal navies (the 'directieschepen') to protect their
own shipping. Private syndicates, especially in Zealand, commissioned
squadrons of privateers to prey on enemy shipping. None of these
were directly controlled by the central government - indeed it is not
obvious that the 'Generaliteit' of the Dutch Republic can be called
a central government in the ordinary acceptance of the phrase, when
it had no ministers, or ministries, and hardly any permanent national
institutions. Sovereign authority resided in the States-General, when
it was in session, but the assembly itself consisted of delegates (not
representatives) who could not act without a mandate from their
principals, the provincial estates, which in turn were obliged to
consult their electors before reaching a decision. No political scien
tist could possibly accept such a govemment as a plausible candida
te for the military revolution, or even the modem world. Yet it was
this system which created one of the foremost of the new armies of
the sixteenth century, and by 1639 had made the United Provinces
the leading European naval power. Not until 1654 did it acquire its
first national fleet, paid for out of national revenues and unequi
vocally the property of the Republic - though even then the fleet
formed but a part of the available naval forces, and its actual buil
ding and operation was perforce entmsted to the provincial admiral
ties, since the state possessed no other naval administration. Such a
republic, where govemment was an abstract noun, where authority
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was endlessly divided and disputed, seems to historians today and
seemed to many observers then to be completely unfitted for survi
val in a competitive world. Yet here again, theory and practice were
very different.

By the mid-seventeenth century, there was another great power
in Europe, one which deployed a first-class army and navy in spite
of lacking most of the obvious requirements of a great power. Swe
den was a poor and marginal country with a small population and
no sigmficant shipping interest. So far from being dominated by a
powerful monarch, Sweden experienced a twelve-year regency from
1632 to 1644, followed by the reign of a woman. Queen Christina.
Certainly her father Gustaf Adolf had been a great military leader
and tactical innovator, but it was not absolutist power which ena
bled him to mobilize Sweden's resources. On the contrary, the rise
of the Vasa djmasty to national and international power depended
on creating a representative institution, the Riksdag, which incor
porated the aristocracy and gave them a strong interest in the state.
This was not so much an imposition of royal power as a dispersaf
of it. The state also developed efficient systems of local taixation
Md military mobilisation which were built from below rather than
unposed from above, and which rested on a large measure of co
operation and consensus. In the 1640s and 50s, at the same time as
aristocratic and popular revohs were tearing apart France, Spain' and
England, the Swedish political system was smoothly coping with a
royal minority, the rule and subsequent abdication of a qucCTi, and!
the accession of a new dynasty. At the same time it made possible a
high level of effective taxation, by which a poor country with a small
population supported the army and navy of a first-class power.

It has not entirely escaped historians' notice that the Dutch, the
Swedes and finally the British rose to the status of great powers;
the Dutch without much that could be described as a central go
vernment, the British without much that could be called an army,
and none of them with large populations or despotic forms of go
vernment. Attempts have therefore been made to explain, or at least
to explain away, these apparent exceptions from the rule that the
demands of the military revolution created centralised, autocratic or
bureaucratic military powers. The sea itself has always been a fa
vourite explanation, allegedly making England '^rnvasion-proof, and
allowing it the luxury of retarded development until at length it be
came wealthy enough to support both a navy and a first-class army
— the latter implicitly constituting the admission ticket to the great
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powers' club.'' Unfortunately there are several difficulties with this
theory. In reality the sea was never in the least impassable; certainly
not by the standards of early modem roads. Until, and indeed for
some time after, the English developed effective naval forces, the
country was repeatedly invaded by sea. English governments have
been overthrown by seaborne invasions at least nine times since the
Norman Conquest: in 1139, 1153,'2 1326, 1399, 1460, 1470, 1471,
1485 and 1688; to which should be added the 1332 invasion of
Scotland, and at least seven other successful landings of major for
ces in England (in 1069, 1101, 1215, 1405, 1462, 1469 and 1487)
which went on to campaign but did not overthrow the regime. The
se figures take no account of lesser raids and landings, or of sea
borne assistance against England sent to Wales, Scotland or to En
glish rebels; they ignore all expeditions which did not succeed in
puttmg troops ashore, and they do not include landings of any kind
in Ireland.'^ Countries like Spain which were protected by high
mountains might genuinely claim to be insulated by geography from
the military revolution, but England could not, and still less Sweden
or the Netherlands. Nor is it in die least persuasive to argue that the
English navy did not exist, or did not cost very much, or did not
-experience any significant technical developments, until the country
v/as already a wealthy great power.''* On the contrary, it is abun
dantly clear that a real *naval revolution', both technical and admi
nistrative, took place in England in the mid-sixteendi century, which
posed an enormous challenge for the essentially medieval structure
of English government. Though Queen Elizabeth's income was no
higher in real terms than that of her medieval predecessors, in war
time she regularly spait one-third of it on her Navy,'^ and this high
expenditure was no passing fancy but a sustained long-term national
policy. It was established well before England had a large merchant
fleet, or any significant oceanic trade, or any distant colonies. Cer
tainly naval expenditure placed immense strains on the Engligh poli
tical system, and contributed substantially to its collapse in the 1640s.
In that sense England was indeed one of the casualties of the mili
tary revolution.'^ In the event, however, the country, and its consti
tution, and its navy, survived the crisis and emerged from it greatly
strengthened, but even less autocratic than before. The Dutch had
mesmwhile become the world's leading naval power, surmounting in
the process immense technical, administrative and financial ob
stacles, entirely without a national navy and almost without a natio
nal government. What England, the Netherlands and Sweden had in
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common was a structure of government which required an unusually
large degree of consent and co-operation by the governed, and per
mitted a much higher level of effective 'resource extraction', through
the medium of taxation, loans and private participation in the natio
nal war effort.

We must be absolutely clear that maintaining even a small per
manent navy was (and indeed still is) extremely complex, costly
and demanding. The industrial, technical and managerial resources
required to build and operate warships vastly exceeded in kind and
quality anything needed by an early modem army. In the 1560s the
manufacture of hand guns was still a cottage industry and the ca
sting of heavy guns (invariably in bronze) a luxury business for the
gratification of princes. Yet in England the Ordnance Board had al
ready spent thirty years and considerable sums of money in develo
ping a large private iron gun founding industry. In an age when the
largest private enteφrises employed fewer than a score of people,
the English dockyards were already employing six or seven hun
dred, in a wide range of skilled trades, with a substantial managerial
and administrative structure. Even the largest sixteenth-century ar
mies did not call for anything like the skills, the capital investment
and the long-term commitment of a small navy.'® It is no coinciden
ce that Sweden, in most respects a peasant economy on the margins
of international trade, had by the mid-seventeenth century developed
one of the most advanced iron, and in particular gunfounding,
industries in Europe (though this was greatly the work of Dutch in
vestment, and exported its guns to arm Dutch ships). It was navies,
not armies, which first confronted the demands of the industrial age.

The needs of an early-modem army were essentially those of
mobilizing manpower on a large scale. The first requirement was a
large number of unemployed peasants to make soldiers, and a smal
ler number of unemployed noblemen to make officers. The actual
raising, training and, often, the equipping of the troops was left to
the regimental officers. The feeding and paying them was as far as
possible laid on the populations of conquered or occupied territories,
to such an extent that in the (admittedly extreme) case of Swedish
armies during the Thirty Years' War, it was even possible to wage
major campaigns at a notional profit.'^ The huge fortresses of the
artillery age required mass manpower and a good deal of masonry
and timber revetment, but in engineering terms they were hardly
larger or more sophisticated than the hill-forts of the Iron Age.^°
Raising the great armies of the early-modem age certainly imposed
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costs and strains on government, but they did not present a new
challenge to society. They called for noblemen to do, and peasants
to bear, what noblemen had always done and peasants had always
borne. In social terms, a large seventeenth or eighteenth-century
army was not very different from a small thirteenth or fourteenth-
centuiy one. These armies belonged naturally to societies which had
not changed, and did not intend to change the conservative social
order, societies in which the three estates kept to their God-given
conditions, societies built around throne and altar.^' 'The military
hierarchy reproduced the fundamental social hierarchy, with all its
privileges and inequalities.'-^ If this was a military revolution, its
effects on society were the opposite of revolutionary. Government
may have been changed, at least in some coimtries, by the develop
ment of modem bureaucracy, but society was ossified rather than
revolutionised. The military revolution may have equipped absolutist
monarchies to face the relatively simple challenge of mobilizing
mass manpower, but it is not at all clear that it did anything to pre
pare them for the industrial world.

The great survivor, of course, was the great failure: Britain^ the
country which failed to rise to the challenge of the military revolu
tion.^^ The question for the historian is how and why Britain survi
ved, and there does not seem to be any agreed answer. It has been
argued that British government or British bureaucracy were uniquely
efficient,^'* and strikingly inefficient;^^ that the country was surpri
singly militarized, and unusually free of military influence. It has
been described as unique in combining the 'urban, capital-intensive'
path to modernity with a strong central govemment.^® For some
scholars, England was different because it had a strong Navy, and a
strong Navy was what made England different.^^ For others En
gland was different because it had a strong Parliament, and a strong
Parliament was what made England different.^^ Neither observation
seems to have quite the explanatory force we need, and in any case
weighty scholarly opinion argues that the English Parliament in: the
seventeenth century was just as weak as the English Crown, and
weaker than its Continental analogues.^^

It is not original to suggest that navies and constitutional govem-
ment go together as naturally as armies and absolutism. Aristotle
was quite clear on the point,^® and other political scientists have
followed him.^' It is a matter of observation that army officers have
traditionally been noblemen or gentlemen, while navies have tended
to be run by middle-class professionals on whom the aristocratic
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concept of honour sat somewhat awkwardly.^^ What has not, to my
knowledge, been seriously examined is why this should be so. Is it
coincidence, or is it in the nature of a navy to favour constitutional
rather than autocratic government? If there is a connection, which is
cause and which effect? How far can this line of enquiry explain
the British case? My answer starts from the argument of Jan Glete
that successful navies require the support of a coalition of 'interest
groups', united in supporting a strong navy, and capable of transla
ting that support into long-term political commitment.^^ This argu
ment has force regardless of the type of government in question,
and one of its obvious merits is that it tends to draw attention away
from the form of central government towards the nature of society,
or at least of the political classes of society. Glete is quite clear that
in the early modem period at least, efficient navies could be organi
sed by provincial government or private individuals, though in the
long mn only states could meet the huge cost of major fleets.^'^
Indeed this aagument could fee taken much further back, for in the
early Middle Ages England, the Scandinavian countries and some
parts of the Celtic world organised very large fleets by the leidang
or «hip-muster system, which depended on societies possessing
advanced technical capabilities in shipbuilding and shiphandling,
and :a wdll-tdeveloped sense of mutual obligation and common pur
pose, but hardly on central government at all.^^

Glete's argument helps to explain one of the obvious paradoxes
of navies :and state-formation. The examples -of Spain in the late
sixteenth century, England in the mid-seventeenth, France in the late
seventeenth, Germany in the late nineteenth, and Russia in more
than one period, all show that autocratic, militarised states are per
fectly capable -of building large and efficient navies, often with asto
nishing speed. What they do not seem to be capable of is sustaining
their creations. Spanish seapower enjoyed a brief period of strength
in the 1590s followed by a steep decline. The English Republic
(and the English army which dominated it) took barely ten years to
create the most formidable navy in Europe, and then to collapse.
Louis XIV's fleet rose to be the largest in the world in less than
thirty years, and had largely disappeared within another thirty. The
fleet that Tiφitz built on borrowed money ran out of credit in the
budget crisis of 1912. All these cases can be well explained by the
argument that the temporary influence of a dominant favourite or
the capricious will of the All-Highest were no substitute for the
solid support of entrenched interest groups.^^
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It may be, however, that the argument needs to be taken further,
for there is clear indication that absolutist governments were not
merely bad at assembling a broad political constituency to support
seapower; they seem actually to have had stmctural <hfficulties in
sustaining a navy and using it rationally, regardless of the degree of
government support.^^ In the case of Spain the stresses of war, and
particularly war at sea, corroded the fabric of the absolutist state.
More and more of the functions of government, including the fun
ction of building and operating fleets, were ceded to private contra:-
ctors and private interests because the state was incapable eithar of
organising or paying for them. At the same time the buirdens
imposed by the state largely contributed to ruining the counstiiry,
impoverishing agriculture, destroying industry and reducing the
largest merchant fleet and shipbuilding industry in the world to a
miserable condition from which they have scarcely since recovered.^®
Perhaps the case of Spain is exceptional, but in the long, run Oliver·
Cromwell had little more success than Olivares. Bom' of the uisecu-
rity and vulnerability of a minority regime, floated on extraordinary
revenues which could not be sustained,^^ the Englfish fleets of the
I'650s lacked any the conditions for long-term survival. In· the event
the Republic collapsed before its navy could, leaving the restored
monarchy to continue the search for a long-term, formdation of
seapower. Charles I with his Ship-Money fleets, Charles Ε with the
Third Dutch War, both tried to use their navies as a lever for esta
blishing something like absolutist government, and both found the
instrument working to overturn their own ambitions Even France
under Louis XIV, which enjoyed unequalled' revenues and' apparently
complete political stability, seems to have· needed more than poli
tical commitment to endow its impressive fleet withi lasting vijgour.
The latest study bluntly concludes that the navy's status as the per
sonal creation of Colbert fatally weakened it from the start, making
it an instrument of court politics rather than national policy. What
was worse, its effectiveness was compromised precisely by its bu
reaucratic character as an accountant's navy, dedicated to efficiency
rather than effectiveness: a sign of modemity to gladden the heart
of Max Weber, no doubt, but an obstacle to victory, which so often
depends on the deliberate sacrifice of efficiency.'*® Certainly the
eighteenth-century French navy, even in the periods in which it en
joyed political backing and adequate finance, always lacked many
of the essential elements of seapower, both human and material.'**
Always it remained a creature of the state, every element of it de-
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pendent on the support of the state. If foundries ran out of orders
for anchors or guns, they closed, for they had no private customers.
If the dockyards could not build enough ships of the line, there we
re no private yards to turn to. A century's effort to purge the officer
corps of bourgeois, Protestants and other social undesirables turned
it into the perfect expression of the absolutist regime, but a very
imperfect instrument for winning wars.'*^

In all of these cases, moreover, the power of the absolutist or
nulitary state to impose taxation to pay for its naval ambitions was
a key to success in the short term, and disaster in the long term.
Absolute monarchies could destroy themselves, either by laying in
tolerable burdens on their economies, as in the case of Spain; or by
incurring intolerable debts, as in the case of seventeenth-century En
gland and eighteenth-century France."^^ Then as now, it seemed very
much quicker and more efficient for an enlightened ruler to impose
his will than for a pluralist government to assemble a coalition in
support of a policy. Only a broad coalition, however, could ensure
that the burden of war was distributed in the most equitable and
least damaging fashion. Only a system capable of arousing and ex
pressing popular support could make possible the high levels of ef
fective taxation necessary to support industrial warfare.'^'*

In Britain the Navy was always shaped by the nature of society
ns much as the will of the state. The English navy from its Tudor
origins depended on a close alliance between the Crown and private
interests. The naval war united nobility, gentry, merchants and sea
men in 'the directest expression of the nation-in-arms'.'*^ The Navy
Royal was part of this coalition, and not exclusively under the con
trol of the Crown. This has been described as a consequence of the
weakness of the state, which in a way it was; and as a kind of de
cay or corruption, 'a disintegration of power, resulting from the con
junction of an antiquated system of government and the acquisitive
drive of vigorous private interests';'*^ which is true only from a qua
si-Marxist perspective which sees the state as the only true expres
sion of society and the only legitimate instrument of military force.
Even when the English (later British) state became more efficient
and wealthier, in the late seventeenth and early eighteenth centuries,
the Navy and the state continued to rely heavily on private interests
to perform functions which in France or Spain were the monopoly
of the state. Private industry cast guns and manufactured powder,
provided all sorts of stores and equipment and built many of the
ships. Senior officers were almost entirely responsible for selecting
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and training their own officers and men; not until well into the
nineteenth century did the Admiralty gain control of the entry of
officers into the Navy.'*^ It is true that there were important ele
ments of naval administration which were more centralised in Bri
tain than in France, notably victualling and central finance, but the
French tresoriers-generaitx and mimitionnaires were not private con
tractors operating in a free market so much as privileged monopolists
exploiting a private relationship with the centres of power.^^ They
represented key points of weakness in French naval administration,
where the British Navy's extensive networks of private suppliers
and contractors gave it resilience and formed so many roots ancho
ring the Navy in the soil of civil society. Above all, 'Dutch finance'
in both its Amsterdam and London versions, invoked private skills
and public markets to spread the financial burden and risk of war
across the whole breadth of the propertied classes at home and
abroad. The funded debt represented the political nation's solid
commitment to the wars which were a real expression of national
will, not the private ambitions of kings or ministers. Two important
recent studies have now shown in detail how Britain rose as a 'fis
cal-military' state, combining a remarkably high and sustained level
of taxation with an open and representative system of government.
Though the essential technical advances in taxation and borrowing
were made by the English republic in the 1650s, they were conti
nued by the restored Parliament of the Restoration, and developed
in the late seventeenth and early eighteenth centuries.'*^

Comparing Britain, Sweden and the Netherlands with the other
great powers of the seventeenth and eighteenth centuries suggests
that open and pluralist societies were not only better at assembling
political support for navies, but better at the organization of seapo-
wer. To integrate the wide range of human, industrial, technical,
commercial and managerial resources required to build, maintain
and fight a seagoing fleet was simply beyond the unaided compe
tence of any state in the early modem period, and perhaps it still is.
Nations in which public policy was based on a broad consensus of
interests, in which numerous private businesses serviced and in
fluenced government, in which land and trade overlapped, were
much better equipped to sustain a navy.^® Effective seapower was
the product of society as well as the state — if not instead of the
state, in the case of the Dutch Republic. Only flexible and integra
ted societies could surmount the very considerable difficulties in
volved. Money was certainly necessary, but money alone did not
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suffice. The events of 1588 amply demonstrate that even ten times
the financial resources of England were no substitute for the effi
cient administration and extensive networks of support from private
industry and trade which Spain lacked.^·

This is a statement about the nature of society as much as about
the form of government. Absolutist government had difficulty su
staining effective seapower because it had difficulty mobilizing the
broad coalition of interests needed to support so complex an enter
prise. Indeed it did not wish to mobilize many elements in society,
either because they were actively undesirable (Moriscos in Spain,
Huguenots in France, Jews in many countries), or because the ab
solutist system did not allow them freedom of action, or because it
did not wish to involve them in the business of the state. Merchants,
industrialists, tradesmen, skilled craftsmen; all had a place in abso
lute monarchies, but it tended to be a subordinate or marginal place.
Indeed it is striking how often in absolutist societies the place of
trade and industry was literally marginal; geographically remote
from inland capitals, on the frontiers or seacoasts of the state.

All this suggests a link between the nature of societies, the na
ture of governments, and the nature of their military activities. Mid
dle-class participation in public life, professional skills, commerce,
industry and private finance directly favoured and were favoured by
navies. Seapower was most successful in countries with flexible and
open social and political systems.^^ They were the same which fa
voured trade and industry, and for the same reason, for a navy was
the supreme industrial activity. The armed forces of early modem
states were the blueprint of their modem societies: a complex, inte
grated, industrial world for the naval powers; a rigid, archaic world
of great landed estates for the military powers. It has been argued
that a Europe of warring states eventually came to dominate a world
much of which was occupied by vast territorial empires, precisely
because the ceaseless competition of European warfare bred forces
and weapons which were much more capable than the products of
closed, monopolistic societies - in short, that the free market was
more efficient than the plan.^'^ If this was tme on an intemational
level, it should have been equally tme within nations. If free com
petition is more economically efficient than govemment direction,
then those forms of military activity which best harmonise with free
markets are likely to be more successful in themselves, and best
promote (or least hamper) the growth of flexible and competitive
economies. In a world which was steadily moving away from land
and population as the sole sources of wealth and towards commerce
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and industry, naval powers and open societies were much better
placed to adapt than military powers and autocratic monarchies. It
was not simply that sea-power gave access to overseas wealth, im
portant though that was, for absolutist states could and did elect to
become seapowers. They, however, were conspicuously less success
ful than other states, not richer than they and in some cases much
poorer, but better equipped to mobilize their whole resources, either
for war or for peace. The critical difference was the nature of socie
ty, and government as an expression of society, rather than constitu
tional forms taken in isolation. Open societies were best at naval
warfare for the same reason that they were later best at meeting
other challenges of the modem world, because a navy was an image
of the modem world in miniature. 'Warfare on the British model
was a triumph for an enteφrising and acquisitive society, not an au
thoritarian one. Britain did not simply survive centuries of war
fare relatively unscathed because of geographical and historical acci-
dent,^^ to profit from the industrial revolution because there were
no competitors left undevastated by war. Naval warfare was Bri
tain s apprenticeship for commercial and industrial supremacy.
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1. The historical background:
A Kingdom in Peril

England's situation at the coronation of Queen Elizabeth the
First, in 1558, was precarious. It has rightly been argued that during
the course of history, the sea has been used as a way of invasion,
and just as often as a defensive moat'. Concerning the British Isles,
the sea was the way of invasion for the Romans, the Saxons, the
Scandinavian Vikings, the Danes, the Norwegians of Harold Hadra-
da and the Normans of William the Conqueror. It looked likely that
history would repeat itself through a Spanish invasion during the
reign of Elizabeth.

Indeed, after the peace of Chateau-Cambresis of 1559 with the
French, England's main enemy was the Spanish - Habsburgian
Empire of Phillip the Second (1556-1598). It was a multinational
empire of great geographic extent, encompassing Spain, the Low
Countries, great parts of Italy in the North and South, Sicily and
Sardinia, Portugal (annexed in 1580), Franche Comte, and the vast
empire in Central and South America as well as the Philippines in
Asia. The population of the European part of the empire was about
20 millions, of which 10 million were in the Iberian Peninsula, out
of a total of 95 million for all of Europe including the European
parts of Russia and the Ottoman Empire^.

In 1580, England and Wales had a total population of about 4.5
million, and although it had a homogenous population, it could not
be considered a great economic or military power. England did not
have any colonies and although some of the Chaimel ports had an
important seafaring tradition, its commercial navy was smaller than
Holland's, Spain's or France's and comparable to that of Venice or
the German Hanseatic cities, both of which had smaller populations.
The land armed forces of the empire were comprised of about
200,000, while those of England 30,000^. The Spanish army with
its famous «tercios» regiments was the best in the world, while its
navy had gained resounding victories against the Turks in Lepanto
(1571) and the French - Portuguese in the Azores Sea (1580).

The deteriorating political relations with the Spanish empire ma
de a sea bom invasion a real menace. England's leaders understood
that in order to face successfully Spain's challenge, they had to a-
dapt their military strategy and become a naval power, just like A-
thens did under similar circumstances, when faced with the Persian
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invasion of 480 BC. Two major improvements were introduced in
naval technology, namely galleons and iron guns.

During the second half of the 16th Century, the galley, a direct
descendant of the ancient Greek «trieris», was the dominant warship
type in the Mediterranean. It was totally unsuitable due to the need
for greater range and for facing big waves, in the open Atlantic wa
ters'*. So, new ship types had evolved, the naves, carracks and cara-
velles, which had sails as their sole propulsive power. For military
purposes, they evolved into the galleon, a long ship with clean li
nes, armed with guns of various calibers, on usually two levels at
their sides. The fire of a galleon's broadside could sink any galley.
During the period under consideration, neither England nor Spain
had built enough purpose galleons, so that both fleets pressed into
service armed merchantmen. Although Spanish and English ships
had more or less the same displacement, English galleons were fa
ster and more maneuverable and had a marked superiority in their
rate of fire, due to more efficient gim carriages, that allowed faster
reloading^.

In the field of artillery, England, forced by circumstances, made
substantial progress by 1540. Till then, most gims were made of
bronze. In the 1540s, the first iron foundry was established with the
Crown s support, at Weald in Kent. In 1543 an «international» team
with Frenchman Pierre Baude and Englishmen William Levett and
Ralph Hogg produced the first cast iron guns. From a technological
stand point, iron guns had many disadvantages compared to bronze
ones,^ but they offered one decisive advantage for England; Iron
abounded in the country and cost one tenth of the price of bronze.
During a period of increasing inflation, the price of cast iron guns
decreased from 10-12 pounds per tone in 1565-1570, to 8-9 pounds
in 16007.

The necessity of creating a «defense industry» as it is called to
day, is a classic example as to how technological progress in this
sector creates links and spillovers that are beneficial to the growth
of the economy as a whole^. During a period of forty years, the
iron industry was so developed that in 1573 there existed seven
foundries producing 400 tons of gtms and shot per year, being only
part of the total iron industry. In 1520 there existed just one blast
furnace, increasing to 67 with a capacity of 1300 tons by 1570^.
So, England, which by the beginning of the century was an impor
ter of guns, had become the foremost producer and exporter of
cheap iron guns by the end of the century, being practically the
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only country to possess that technology'®. Although it is broadly
accepted that the industrial revolution in England began at about
1750, it is clear from the above, that as far as the iron industry is
concemed the process characterized by mass production, very high
rates of growth and import substitution by exports, began during the
second half of the 16th Century.

Hence, pressed by necessity, England developed an improved
weapon's system that consisted of the new fast galleon armed with
iron guns on efficient four-wheel carriages. This partial naval supe
riority would not be sufficient, if it was not combined with a per
tinent improvement of strategy and tactics. The Spanish plan was
based on collaboration of naval and land forces. The fleet under the
Duke of Medina-Sidonia would sail from Spain to join the army of
the Duke of Parma at Calais, which was 60,000 strong. There, the
army would embark and the fleet would transport them for a lan
ding on the southern English coast, in a repetition of William the
Conqueror's landing". If it succeeded in this, the subjugation of
England appeared almost a foregone conclusion, because the En
glish did not have an army strong enough to defeat the Spanish.
The weak point in the Spanish strategic plan was that not posses
sing in Spain itself the necessary army to embark directly on the
fleet, they had first to join forces with Parma, before attempting the
invasion'2. Success depended on land and sea forces coordination
and the prevention of their meeting became the focus of English
strategy.

The Spanish based their naval tactics on boarding the enemy's
vessels and capturing them. So they embarked a strong element of
naval soldiers. The English wanted to avoid boarding and transform
the battle into a long-range gunnery contest. Having faster and more
maneuverable ships and a faster rate of fire, they managed to achie-
ve this, but they did not succeed in breaking the Armada's admira-
le discipline and defensive order. The Armada anchored before Ca-
^s, awaited Parma's embarkation. At this crucial moment, at dawn
of the 7th August 1588, the English used their secret weapon, fire
ships. Although the Spanish managed to avoid them, the attack
achieved its aim. The Spanish ships had to cut and leave their an
chors, in order to sail in a hurry. But without anchors they could
not come back to embark the army and they had to continue sailing
on, contouring the British isles and loosing 42 out of their 107
ships in storms and shipwrecks'^.
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2. Political organization and public finance

The transition of a country from a land to a sea power demands
structural organizational modifications and results in significant
social changes. Such was the case of Athens's transformation after
the Persian wars, and England followed the same rule. For the Ar
mada campaign, the English fleet comprised 110 warships (galleons
and converted merchantmen), 15 supply ships, 6 small warships of
less than 1 GO tons each plus 95 other small ships for various duties.
The total crews of the ships have been estimated at about 16,000^^.
Naval population in England was more or less stable for the period
1500-1550, but demand for manning the royal ships increased, rea
ching a peak in the Armada years, when out of a total naval popu
lation of 16,255 in 1583 the fleet needed about 16,000^^. So, even
if all English sailors were employed in the fleet, their total number,
taking into account illnesses, desertions etc., would still be insuffi
cient. The demand gap had to be covered from other sources of the
population, these being the inland counties. As early as in 1586 the
se counties were ordered to supply men (farm laborers, workers,
and artisans even condemned criminals) to man the fleet. During the
last twenty years of Elizabeth's reign (1583-1603) an increasing
number of inhabitants of inland counties would abandon the diffi

cult living conditions of the countryside to seek their fortune in the
sea. The very lucrative voyage of Drake's ship «Golden Hind» in
1577 had fired the fantasy of the courageous young Englishmen,
turning them to the sea. As a result, England's naval population,
after remaining stable for about the first 60 years of the 16th cen
tury, had at least doubled during the last twenty.

Opening itself to the sea, England not only laid the foundations
of sea power, but also transformed its political system towards in
creased freedom and democracy, a change that would become more
apparent during the next century. Naval population was clearly more
progressive than the purely landlocked one and this again manifested
itself during the English Civil War. The naval cities and districts
supported Parliament against the Stuarts, contributing substantially
to its victory Once again in history, naval power and constitutional
government went together. Strong navy requires great expenses, on
ly affordable by strongly supported and stable governments capable
of translating that support into longterm political commitments^.
A thorough comparison of the economies of the Spanish Empire

and England seems on a first look, strongly in favor of the Empire,
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which had five main sources of revenue: 1. Direct taxes like the tax

revenue of the Spanish Kingdom, mainly Castile; other taxes like
that paid by the «Mesta» Guild of shepherds producing wool, sales
tax «tomsa», and «crusading tax» on ecclesiastic property. 2. Taxes
levied in Italy and the Low Countries. 3. Custom duties levied in
Italy and the Low Countries. 4. The American colonies, mainly
from the silver Potosi mines in Peru (discovered in 1543). 5. Profits
fiOm bank capital invested in the most important banking centers of
the time belonging to the Empire, namely Milan, Seville, Cadiz and
mostly Antwerp.

But on the other hand, public expenditure increased even faster
during the 16th Century, because the Empire fought continuously on
many fronts. In the Mediterranean and North Africa against the
Ottoman Turks and their tributary corsair kingdoms of Algiers and
Tunis, in Italy against the French and some of the Italian states, in
Germany and Bohemia supporting the German Habsburg branch
against the Hussites and the German Protestant Princes, in the Low
Countries after 1572 against the rebelling Dutch and during the last
twenty years also against the English. Spain was suffering from
«imperial over-stretching» not being able to, despite its strength and
wealth, overcome all its enemies at the same time'^.

The cost of war made obvious the financial weakness of Spain.
When Charles V resigned in favor of his son Phillip II in 1556, the
latter inherited a public debt of about 20 million ducats, which
could not be served by Spain's normal revenues, resulting in Spain's
bankruptcy the following year. This brought down also its debtors,
especially the great bankers from Augsburg, the Fugger family'^.
Phillip's revenues doubled during the period 1556-1573 and more
than doubled, to the end of his reign. The revenues from America's
silver mines have been estimated at 12 million ducats for 1571-
1580 and over 25 million for 1591-1600, but expenditure rose even
faster. The Armada's cost was 10 million ducats in 1588 and Phillip
had serious problems in financing his fleet. So, he was obliged to
recur to increasing loans mainly from the Genoese bankers under
increasingly negative conditions: The Genoese gave cash loans to
Phillip in exchange for contracts, known as «asientos», which tied
to them increasing future quantities of silver from the American
silver mines^®. In 1596, when Spain went bankrupt for the third ti
me within the same century, public debt had risen above 100 million
ducats, so that interest rates on it took two thirds of the total
revenue^^. Within twenty years, Phillip's debt increased four fold^^.
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A dramatic economic consequence of the war effort was the
«great inflation» resulting from the inflow of precious metals, main
ly American silver, without an analogous increase in production.
Nominal agricultural prices rose by 500% and «industrial» ones by
300% between 1500 and 1630. Scholars living at that time, like Sa
lamanca's Professor Martin de Azpilcueta, noticed with surprise this
phenomenon, trying to give various explanations. This phenomenon
gave rise to a passionate debate between Sieur de Malestroit who
suggested that depreciation of money was due to an intemal deva
luation of the currency and Jean Bodin who has tried to explain
«inflation» as a result of the great increase of currency circulation
(money supply), in a crude presentation of the quantity theory of
money^^.

When Elizabeth was crowned in 1558, after the death of her si
ster Mary Tudor, first wife of Philip, she brought to Parliament a
naval law-budget, for the construction of «the strongest wall of de
fense that can exist against the enemies of this island»^'^. A perma
nent naval budget was thus introduced, under the supervision of the
Treasurer of the Navy, which enabled England to lay down the nu
cleus of its fleet of war galleons, 14 of which were built in the five
years till 1564. The naval program gave an impetus to the steel in
dustry, as stated above, and to the shipbuilding industry. During
1548-1551 only 100 persons were working as paid members by the
English Treasury in the dock yards, while already by 1559, 520
«shipbuilders» and 100 «workmen» worked at the three royal ship
yards at Deptford, Woolwich and Portsmouth. By comparison, the
greatest «private industry» of the time was a turf producing plant in
London, which employed 7 workers and 11 apprentices while the
biggest «industrial firm» had a total capital of 20 poimds!^^

Elizabeth's public revenue in 1575 was 300,000 pounds (at an
exchange rate of five shilling and six pence per ducat), only one-
eleventh of Phillip's revenue. After ten years of good administration,
by 1585 Elizabeth had a surplus of 300,000 pounds. As soon as
hostilities with Spain began, the Parliament voted an additional
expenditure of 72,000 pounds per year. At the beginning of 1588,
Elizabeth, thanks to the sound financial advises of Sir Thomas
Gresham, had a suφlus of 154,000 pounds. In the same year the
English fleet cost over 150,000 pounds, while for the period 1580-
1590 total yearly average public expenditure rose above 350,000
pounds^^. The English Crown tried to cover a part of this expendi
ture by selling some of the Crown's land, or monopolies revenues.
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Revenues arising from those two sources were insufficient, so that
Elizabeth had to convene the Commons and ask for additional

taxation and grants for a total of 2 million pounds. When the
Commons voted favorably, the Crown was in a position both to pay
the sailors of the fleet and to avoid bankruptcy, while Phillip often
could not achieve the first and did not avoid the second. But, on
the other hand, the fact that the Crown had to summon the Com
mons resulted in strengthening its position and increasing its poli
tical power as well as of the classes and regions that it represented.

3. Property rights' structure
and economic efficiency

The Anglo-Spanish War is a very good example of how a smal
ler country, when it manages to create more efficient economic in
stitutions, can overcome a stronger military and economic power.
As many historians have suggested^^, Phillip's Empire was a «mo
del» of inefficient and short-viewed economic policy. The tax sy
stem was unjust, weighing heavily on particular regions and classes,
giving rise to counterincentives and distortions. Castile bore the
main tax burden. A representative body, the «Cortes» existed also
there, but with much reduced power to control public expenditure
and with the important difference as compared to the Commons,
that in the Cortes were represented almost solely the landed aristo
cracy without also the commercial, industrial and financial interests
of the country. Taking this into account, it is not strange that the
Cortes approved taxes that had to be paid by the other classes and
not the aristocratic landowners, such as the «alcabala» (10% levy on
commercial exchanges), the «encabeziamento» (a yearly per head
tax), the «millones» (a tax on alimentation products), the «servicios»
(grants) etc.^^ All these taxes, together with the internal custom
duties between the various ex-Kingdoms (Castile, Aragon, Leon,
Andalusia, Luzitania etc) of the Spanish peninsula inhibited com
merce and resulted in a reduction of the incomes of the poorer clas
ses of the population, while at the same time discouraging the ini
tiative for new productive activities. Not accidentally, the «hidalgos»
distrusted commerce and chose a career in the church or the Army,
the only institutions that the Crown did not dare to touch^^. The sy
stem of counterincentives resulted in a deficit of specialized labor
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and capital for investment puφoses which had its direct repercussion
also in the military effort: In contrast to England, in Spain itself
there was no development of a gun producing and iron industry ex
cept for a few small foundries, and «Spanish» guns were mainly fo
reign imports from Italy, the Netherlands and Germany, bought with
silver from the New World.

A second example of the counter-productive structure of property
rights, is the prerogatives of the «Mesta» guild of sheep owners and
shepherds, which the Crown had already granted them in the 13th
century. The «Mesta» was taxed for the right to graze its sheep. In
exchange, the shepherds and their flocks could roam the coimtryside
and feed anywhere, without any prohibitions. This led practically to
the inexistence of property rights in land that could be used for ex
tensive high quality, high yield agricultural products. As a con
sequence, Spain was all the more dependent on foodstuff imports,
mainly cereals for its increasing population, with frequent outbursts
of famine. Moreover, not having its own merchant fleet, these im
ports were being made by using ships of other countries, (Dutch,
French, English, Genoese, Venetian) which were not infrequently in
a state of war with Spain. The directive to the shipyards of the Bis-
cayan ports that they should build warships as against commercial
vessels, especially after the Armada's losses - and the custom duties
on wool exports which benefited the English and Flemish competi
tors^®, aggravated the inefficiency of the economic system. Spanish
products became even less competitive in intemational markets, as
an early manifestation of the phenomenon that has been recently
called «Dutch disease»^ ̂

On the other hand, Elizabeth's govemment managed to stabilize
the pound and control inflation thanks to Gresham's monetary re
form. During the war years against Spain, thanks to a cautious and
efficient fiscal policy, it managed to spend only 4.5 million pounds.
This corresponded to one third of the total public expenditure^^.
The basic difference with Spain was that England covered the ex
penses mainly from its yearly revenues, avoiding extemal loans and
eventual bankruptcy. In parallel, England's armed forces were regu
larly paid, in opposition to those of Spain which were not. Also, at
the initiative of the English Admiralty, an innovative system of assi
stance for sailors and their families was introduced which took over
their economic support and health care in the case of maiming, ill
ness or death.

However, the true institutional change came out of the reorganiza-
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tion of property rights in overseas commerce. The English rulers
realized that the main source of Spain's power and wealth were the
American colonies and their silver and goldmines. So, they decided
to hit and if possibly destroy, not directly the Habsburg's armed for
ces, but the economic foundations that financed them, inaugurating
an early form of «total war». The legal status of trade with the
Spanish-American colonies was conducive to interference. From the
Treaty of Tordesillas of 1494 between the Spanish and the Portu
guese, the New World was divided in two spheres with the Westem
Indies going to Spain and Brazil, Africa and Asia being given to
Portugal, to the exclusion of all other European countries. The
Spanish introduced a severe monopoly of trade with their colonies,
excluding all foreign traders and considering them as pirates. So, all
non-Spanish merchants wishing to trade with the Spanish colonies
had to arm their ships with guns for defensive puφOses and always
be ready for combat. From this point on to open piracy the step
was a small one. On the other hand, in many cases, Spanish settlers
themselves put the Spanish monopoly aside and traded with French
and English merchants buying mainly African slaves (whom the lat
ter had bought from the Portuguese), and selling them in exchange
for sugar, tobacco, pearls and skins.

English, French and Dutch attacks against the Spanish New World
settlements had already started during the reign of Queen Mary Tudor
(1553-1558), sometimes as purely piratical enterprises, and sometimes,
when a state of war between England and Spain existed officially.
From 1557 on as corsairs whereby every ship and its captain was
provided with a «letter of marque» or a «letter of reprisal», which
permitted to the said ship to attack the ships and settlements of the
enemy. The ship and its captain were no more an outlaw pirate but a
corsair or privateer, i.e. a private person in the service of his Queen
and country, officially empowered to attack the enemy's trade^^. Of
particular importance for England was the fact that these enteφrises
during the second half of the 16th century linked trade, war, piracy
and privateering with the religious feeling of «holy» war of the Pro
testants against the Catholic League, with patriotism and economic
gains. These gains were distributed from the highest levels of society,
the Queen and the Lords of the Admiralty (who received 10% of the
sales at auctions of the seized enemy property), to the ship's captains,
to the financiers-bankers of the expeditions, to the merchants who
bought and resold these goods, as well as to the common sailors and
soldiers who had their share in profits^"^.
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While at the beginning of the period privateering had much less
importance than other economic activities, such as the wool indu
stry, by the end of the period the great change had been accompli
shed. Due to England's successful response to Spain's invasion
threat, England turned itself to the sea, and the «naval economy»
with its linkages with other sectors (such as the iron industry, shi
pyards etc) had become by far the most important. Furthermore, this
«turn to the sea» led to the establishment of a new institutional fra

mework concerning property rights that was conducive to sustained
economic growth. In a period when government was entrusted to
the local gentry and to lando\vners who were not paid by the crown
for their services, Elizabeth did not have the power and probably
neither the will to stop piracy during peace, even if such activities
were diplomatically harmful. But in times of war the pirates were
immediately transformed into privateers collecting a valuable pool
of experienced sailors and warriors. Already by 1563 Elizabeth
granted the first «letters of reprisal». During the next twenty years
privateers would enrich themselves together with their crews and in
vestors becoming at the same time famous national heroes.

Most famous amongst them was one of the Armada's victors, Sir
Francis Drake, who undertook his first raid against Spain's New
World possessions in 1571. In 1577 he repeated his expedition with
his ship «Golden Hind», which would result in the second world
circumnavigation voyage after Magellan's. His investors were no
bles, members of the Royal Council like Sir Francis Walsingham,
the Secretary of State, Queen Elizabeth herself and London biaking
circles. In the Pacific Ocean, outside the coast of Fern, he captured
the Spanish galleon Nuestra Senora de la Conception loaded with
26 tons of silver. At the Molucas islands he added a valuable cargo
of spices, before returning to Plymouth in 1580. The value of his
plunder was 600,000 pounds, double the annual Crown revenue,
while his investors had a rate of return on their investment of
4,700%! It is clear that such achievements turned the ambition of e-
very adventurous young Englishman, as well as of every «professio
nal» investor, merchant, banker, or nobleman to the sea.

Attacks were not restricted to enemy vessels, but were made also
against sea towns. The expeditions increased continuously in the
number of men and of ships. If at the beginning of the 1570's the
norm was single ships, in the 1590's «private» fleets undertook the
expeditions including as many as 26 ships in the last joint expedi
tion of Drake and Hawking against Puerto Rico in 1596. Historians
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estimate that the cargoes of seized Spanish ships valued 100,000-
200,000 pounds per year for the last two decades of the 16th cen
tury, or about 10-15% of total English imports35. During the first
three months of the 1587-1588 war, English privateers took 27 Spa
nish ships for a total value of 294,500 ducats. During the whole
course of the war, they took over 1,000 Spanish ships. The English
organized a total of 150 expeditions against the Spanish New World
possessions, leading to the conquest and plunder of many Spanish
towns and settlements in the Americas, such as Puerto de Caballos
in Mexico (plundered six times), Porto Bello in Panama, even Cadiz
in Spain in 1587 and 1596^^. The successes were such that the pri
ces of colonial goods of the Spanish empire were often cheaper in
the market of London than that of Seville!

The privateering expeditions illustrate dramatically what is actual
ly called PPP (Public Private Partnership) concerning not only fi
nance but also the practical operational field^"^. Royal ships partici
pated in the privateering fleets, guns from the royal ships, as well
sails, cords, ropes etc were used to furnish «private» merchant ships
and corsairs, the captains of which were often officers of the Royal
Navy. The final outcome of all those mixed commercial-military en
terprises was the establishment of England's, and later on Great Bri
tain's, political and economic dominance till the beginning of the
20th century. England's transformation, by the end of 16th century,
into a worldwide naval power started from the overseas «trade» of
those mixed commercial-privateer enterprises. All together, as we
will see below. Metropolitan England developed the economic insti
tutions necessary for growth. As Rodger remarks «twenty years of
war changed England's perspective. While before the Queen posses
sed an imposing but almost isolated fleet (of war galleons) now na
val strength had become a national matter... It was clear that En
gland's future laid in the open seas... The English had leamed that
the sea was more than a defense against a hostile world: it had be
come the means to discover new worlds for gold, fame and glo-
ry»^^.

4. Institutional arrangements and economic growth

Political institutions in a representative parliamentary democracy
provide a structure of multiple veto points that entail the uncontrolla-
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ble activity of central authority, creating a system of «check and ba-
lances»^^. In Elizabethan England the feasibility of economic growth
was based on a legal framework that protected efficiently property
rights from abuse by the central power. Instead of exercising tight
control on property rights and taxation like in Spain, the English
crown opted for elastic control and granting of substantial rights
first to the privateers-entrepreneurs and then to merchants-entrepre
neurs in the wool industry.

Long-run successful economic performance of the English econo
my was furthermore based in the formation of «correct behavioral
incentives» not only for economic but also for political agent's. The
English crown showed a long-run dedication to the safeguard of this
framework, avoiding changing it in its favor according to circum
stances'*®. The Spanish crown on the contrary, followed an arbitrary
policy without an appropriate institutional basis that would bind it
in the future. As a result, six consecutive bankruptcies from 1557 to
1647, which brought down with them great financial houses, ruining
its financial credibility, destroyed also in the long-run the eventual
development of a financial and banking system in Spain. It is not
by chance that during the period of Spain's hegemony, all financial
centers were located in regions out of mainland Spain and even out
of its jurisdiction, like Augsburg, Antweφ, Genoa, Florence and last
of all Amsterdam. England not only avoided bankruptcy but conti
nued paying back Henry Vlll's debt, thus laying down the founda
tions of the financial / banking system that made London later the
financial center of the world.

North and Weingast (1989) remarked that the war's issue was in
doubt and that possibly the crown might have prevailed if England
had a standing army loyal to the crown, similar to the one already
in existence in France and Spain. Our previous analysis offers an
additional answer to the cjuestion why such an army did not exist
yet in England: its geographic position and Phillip's invasion threat,
forced England to opt out for a particular kind of the public good
«defense», in the form of a standing navy, instead of a standing ar
my. This choice, as pointed out above, not only gave it victory a-
gainst Spain, but also laid down the basis for democracy and the in
stitutions that led to sustained growth. By creating a wide «alliance
of interests» between sailors, workmen and handworkers of the na
val industry, iron industry etc, merchants, entrepreneurs, «capitalists»,
bankers and noblemen, an alliance that found its expression in Par
liament, it gave to it the necessary strength to function as a second
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pole of political power against the Stuarts, and thus strengthen the
institutions that supported long run stability and sustained growth.
The creation of such an «alliance of interests» is one of the most
important elements in creating and transforming property rights,
more important than vague ideas on justice"^'. When during the next
century the successors of Elizabeth, the Stuart dynasty questioned
the established institutional system, in particular Parliament's posi
tion, where the interests of the upcoming «bourgeois» class were
represented, the great Civil War broke out.

What's more, in England, the opening to the sea and the «allian
ce of interests» became an incentive for the creation of two further
fundamental economic institutions: the capital-financial market and
the broadly based joint stock trade companies. The London Stock
Exchange was built in 1566 with money given by Thomas Gresham
on a plot of land belonging to the City of London, in Threadneeddle
Street. For many years, in the street level of the building were
operating commercial shops, and Gresham used the rents paid by
these shops to get back the cost of his initial investment. As poin
ted out emphatically^^ Thomas Gresham was the ideal type of «the
businessman who is Just as much a public servant as he is business
man and who, thou^ perfectly successful in looking after his own
advantage, serves the state in ways that are beyond the competence
of the mere public servant».

The coalition of private and public interests is far more impor
tant in overseas trade. As seen above, the privateering expeditions
were fmanced also by the crown's direct contribution in collaboration
with the financial means of the privateersship owners. A «syndicate
of investors» financed Drake's enterprise of 1577, and this was the
norm also for further enteφrises. In some of them, Elizabeth contri
buted also her royal warships in addition to her financial contribu
tion. For the 1595 Caribbean enteφrise, the Queen contributed two
thirds of the total cost of 33,266 pounds. Other main contributors
were the Lord Admiral, important nobles of the court and many
famous navy captains, such as Hawkins and Raleigh. The bankers
and merchants of London took over the management of the compa
ny and the furniture of all necessary provisions for the fleet and
crews. These enteφrises, while aiming at the state's enemy, the
Spanish empire, were not part of any long-run strategic aim, other
than profit seeking. Profits from each enteφrise were financing the
next one, in a self-peφetuating process. And profits were very high
for everybody, as seen above, from the Crown, the nobles of the
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Court, the merchant-bankers (like John Watts whose profit was
32,000 pounds in 1591), the captains and officers of the ships,
down to the simple sailors and soldiers.

Before long, the necessary institutional framework was created
promoting the development of other sectors. In 1600 was established
the famous «East India Company» as a public-private joint stock
company with a broad share basis. It became the main instrument
of commercial expansion of the British interests in the wider Asia
area, till its dissolution in 1857. It followed the examples of similar
previous commercial companies (Muscovy Co 1555, Spanish Co 1577,
Eastland Baltic Co 1579, Levant Co 1583), which united public and
private funds with the puφose of monopolistic exploitation of trade
relations with the named geographic regions"^^. These activities ge
nerated positive externalities, where the creation of efficient institu
tions in some sector -the financial one and the overseas trading
companies in our case- works as a basis for the development of
other sectors of the economy. The Anglo-Spanish war, waged on
private economic criteria of organization and for the sake of profit,
had so successful long-run strategic implications and so astonishing
unintended consequences, that it would have been impossible to
achieve otherwise.

5. Conclusion: Efficient institutional change
and property rights

New-Institutional Economics explains the evolution of economic
systems as an attempt to determine and arrange efficiently property
rights and to lower transaction costs. For the organization and com
pletion of transactions, resources are needed for the determination
and the enforcement of the exchange conditions, for the collection
and distribution of information and for the determination and prote
ction of property rights before, during and after the transaction"*^.
The economic efficiency of an organization (a firm or a system)
and the final outcome (profit maximization or economic growth res
pectively) depend directly on the way these property rights are de
termined, especially as far the ownership between the private and
the public sector is concerned"*^. In the long run, economic growth
is based upon the successful choice of economic institutions that
make transactions easier and less costly over long periods of time.
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We have attempted to apply this analytical frame to the early pe
riod of commercial capitalism. When Elizabethan England faced the
Spanish threat of invasion, the particular choice of the public's good
defense in the form of a permanent navy, and the creation of a
strong fleet helped both to confront the enemy and to obtain naval
supremacy. Once this supremacy was obtained, England tried to ex
pand its commercial activities to overcome Dutch hegemony in the
seas during the 17th century. The creation of broadly based joint-
stock companies aimed at solving the complex problem of organi
zing and financing big overseas privateering-commercial expeditions.
The size of necessary funds was so great, that neither the public nor
the private sector alone had the necessary mix of skills and amount
of resources to solve it by itself alone. So, these expeditions based
on a large «alliance of interests» led to the establishment of a stable
legal framework of property rights and political institutions. Since
the Anglo-Spanish war lasted for forty years, this choice had the
character of a continuous repeated game, so that the «alliance of in
terests» could be tested again and again, be refined and become
permanent, stabilizing furthermore the legal framework and finally
leading to «institutional path dependence».

Elizabethan England gave an ingenious solution to the distribution
of costs and benefits of the public good defense: those benefiting
the most from it, were bearing the heaviest burden. Naval and com
mercial circles were called to offer their personal capital and labor
for the creation and maintenance of sea power. But England went a
step further: It transformed war into a self financing commercial
private enteφrise, with profit as its main incentive, where the que
stion as to who would bear the costs and get the benefits was auto
matically solved through the creation of joint-stock trade companies.
These companies supported England's commerce during the period
starting in the early 1600's, and contributed significantly to its futu
re economic growth. Ocean-shipping efficiency grew rapidly after
1600 because of the «decline of piracy and privateering and the de
velopment of markets and international trade»"^^. Elizabethan En
gland is an exemplar case of successful organization and institutional
change generated by singular historical circumstances that became
«locked-in» into a single growth path^^.
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Abstract

This paper presents the methodologies used to execute a
program evaluation. Several types of methodologies and techni
ques on program evaluation can be found in the literature, com
posing a valuable reference base for the evaluator. By presenting
the various methodologies we do not aim to measure their effici
ency and propose the best one. On the contrary, we believe that
each methodology has some advantages and, moreover, in some
cases it could be the most appropriate. The aim of this paper is
to summarise the different approaches in evaluation, to gather
the various methodologies and to determine the specific circum
stances under which each methodology is the most appropriate to
follow. A more ambitious aim is to propose some interesting me
thodology mixes, which can be useful guides when looking for
evaluation designs that fit better in the reality of a program.

1. Introduction

In this paper we study the evaluation framework of the public
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programs, which are the programs funded by the government, the
European Union or other public organizations. We do not present
the methods and techniques used to evaluate an individual's plan or
investment. We are going to work on the methods used to evaluate
the full coverage of socio-economic programs.

In the framework of European Structural Fund programs for the
period 1994-99, evaluation is carried out in three stages (European
Commission, 1999):

1. Ex ante evaluation focuses on the planned program. It concerns
the coherence and the relevance of the project and the realism of
the expected results.

2. Intermediate (or on-going) evaluation focuses on the effects of
the very first outputs of the program. It is used by decision ma
kers at all levels. It is complimentary to monitoring and intends
to reorient the program mid-way.

3. Ex post evaluation intends primarily to report on the effects of
programs.

A method is an ad hoc procedure specially constructed for a gi
ven evaluation. The term method is similar to design. In the Ame
rican literature evaluation design is applied to the way in which a
given evaluation is constructed. The terms approach and procedure
are similar. They apply to a given method and to the spirit in which
this method has been constructed (European Commission, 1999).

In the respective literature an important number of evaluation
methods and techniques are proposed. Patton (1986) reports that
roughly 132 different techniques of evaluation are in use. The big
crowd of evaluation techniques raises the question of their systema
tic categorisation, so that they can express a unified evaluation va
lue framework and a concrete acceptable theoretical background,
which is uniformly used (Lagos & Lianos, 2000).

In the following chapters we present some approaches in pro
gram evaluation and the basic program evaluation methodologies.
By analysing the approaches we point out the basic principles upon
which a method is built upon while, by contrasting them we signali
ze their main characteristics. Hereafter, the basic evaluation metho
dologies are described with a critical point of view. We consider the
advantages and disadvantages of each method and we proceed in a
comparative assessment. Such an assessment indicates in which case
it is more appropriate to use each methodology.

Next, we examine the combination of evaluation methods as a
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new proposal in evaluation design. In this respect we recognize it as
necessary to give some instructions for a successful outcome when
combining pure methodologies. For a better understanding of this
we explain the basic steps needed to obtain specific methodological
combinations.

The study concludes with the evaluation methodologies described
and the more flexible approaches proposed.

2. Types of evaluation
and methodological approaches

2.1. Types of evaluation

There are four major approaches in evaluation (European Com
mission, 1999):

a) Experimental Approaches
Experimental approaches treat phenomena of causality without

analyzing them directly. The effects of the programs are demonstrated
by comparing a treatment group with a control group. Evaluations
carried out in this framework are typical of American practices in
the 1960s and 1970s. These evaluations are long, cumbersome and
not always conclusive.

b) Economic Approaches
Economic approaches are based on an individualistic view of so

ciety, inspired by welfare economics. From this point of view, the
value of a public action is the sum of the benefits it provides to in
dividuals. All individuals are supposed to have a system of referen
ces and it is assumed that these systems of reference can be aggre
gated. These hypotheses are used to give an objective character to
evaluations carried out by economic techniques. Despite their ele
gance, economic techniques have been strongly criticized, in both
practical and theoretical terms.

c) Naturalistic or Pluralistic Approaches
Naturalistic or pluralistic approaches are based on the idea that

the political and social world is a collective constmction. This con
struction results from the interaction of differing social groups that
have their own interpretations of the same phenomena and issues.
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Consequently, public programs are seen as temporary compromises
between groups and actors. By means of appropriate techniques, ba
sed to a large extent on group work, evaluation acts as a mediator
between the different points of view. It is a tool for promoting con
ciliation between the stakeholders, and its conclusions are all the

robust when they are a product of consensus.

d) Pragmatic Approaches
Pragmatic Approaches adopt simplified views of the processes

that they have to describe. Theoretical references are less pure and
more eclectic. Evaluation objectives are of essentially managerial
rather than scientific nature. Evaluations carried out in this spirit,
using techniques inspired by management approaches, are oriented
more towards the implementation and improvement of efficiency.
Their cognitive dimension is less important than in other forms of
evaluation.

2.2. Methodological approaches in evaluation

2.2.1 Quantitative & Qualitative approaches

Quantitative analyses focus on testing hypotheses and use stru
ctured designs and statistical methods to analyze data. This type of
information needs standardization, precision, objectivity and reliabi
lity of measurement (internet).

Qualitative approaches, in contrast, gather data in a more open-
ended fashion. Data collection usually occurs in natural settings, and
focuses more on experiential or subjective aspects of a program.
These data can include narrative accounts and may employ multiple
data collection techniques (Worthen, Sanders & Fitzpatrick, 1997).
Evaluators use qualitative designs to help them understand and de
scribe program implementation rather than to demonstrate statistically
significant effects (intemet).

2.2.2 Content & Inductive approaches

Content approaches involve identifying coherent and important
themes and pattems in the data. The analyst looks for quotations or
observations that go together. Practically, that means pulling toge
ther all the data that address a particular evaluation question and
then, subdividing that data into coherent categories, patterns and
themes (Patton, 1987).
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Labeling the data and establishing a data index are the first steps
in the Content Approaches. Subsequently, it is critical to have a clas
sification system for the contents of the data. Organizing and sim
plifying the complexity of data into some meaningful and managea
ble themes or categories is the basic puφose of the Content Ap
proaches (Patton, 1995). Generating useful and credible qualitative
evaluation data through observation and interviewing, in the frame
of content approaches, requires discipline, knowledge, training, pra
ctice and hard work (Patton, 1987).

By contrast to Content Approaches, Inductive Approaches mean
that the patterns, themes and categories of analysis come from the
data. They emerge out of the data rather than being decided prior to
data collection and analysis. The analyst looks for natural variation
in the data. For evaluators, the study of natural variations will in
volve particular attention to variations in program processes and the
ways in which participants respond to and are affected by programs
(Patton, 1995).

3. Program evaluation methodologies

3.1. Efficiency analyses
Knowledge of the extent to which programs have been implemen

ted successfully and the degree to which they have the desired out
comes is indispensable to program managers, stakeholders and pol
icymakers. In almost all cases, however, it is just as critical to be
informed about how program outcomes compare to their costs (Ros
si and Freeman, 1993).

Efficiency assessments —Cost Benefit Analysis and Cost Effecti
veness Analysis— provide a frame of reference for relating costs to
program results. The procedures employed in both types of analysis
are often highly technical and their applications will be described
only briefly here (Rossi & Freeman, 1993).

3.1.1 Cost-Benefit Analysis^
Cost-Benefit Analysis estimates and totals up the equivalent mo

ney value of the benefits and costs of projects to the commimity, in
order to establish whether they are worthwhile.

In order to reach a conclusion, as to the desirability of a project,
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all aspects of the project, positive and negative, must be expressed
in terms of a common unit. The most convenient common unit is

money. This means that all benefits and costs of a project should be
measured in terms of their equivalent money value. A program may
provide benefits which are not directly expressed in terms of euros
but there is some amount of money the recipients of the benefits
would consider just as good as the project's benefits.

Not only do the benefits and costs of a project have to be ex
pressed in terms of equivalent money value, but they have to be ex
pressed in terms of euros of a particular time. This is not just due
to the differences in the value of euros at different times because of
inflation. A euro available five years from now is not as good as a
euro available now. This is because a euro available now can be in
vested and earn interest for five years and would be worth more
than a euro in five years. If the interest rate is r then a euro inve
sted for t years will grow to be Therefore the amount of
money that would have to be deposited now so that it would grow
to be one euro t years in the future is This is called the
«discounted value» or «present value» of a euro available t years
into the future.

When the euro value of benefits at some time in the future is
multiplied by the discounted value of one euro at that time in the
future, the result is discounted to present value of that benefit of the
project. The same thing applies to costs. The net benefit of the pro
jects is just the sum of the present value of the benefits less the
present value of the costs. The choice of the appropriate interest
rate to use for the discounting is a separate issue.

If the discounted present value of the benefits exceeds the di
scounted present value of costs then the project is worthwhile. This
is equivalent to the condition that the net benefit must be positive.
Another equivalent condition is that the ratio of the present value of
the benefits to the present value of the costs must be greater than
one. ,

If there are more than one mutually exclusive projects that have
positive net present values then there has to be further analysis.
From the set of mutually exclusive projects the one that should be
selected is the one with the highest net present value.

Costs are either one-off. or they may be ongoing. Benefits are
most often received over time. We build this effect of time into our
analysis by calculating a payback period. This is the time it takes
for the benefits of a change to repay its costs.
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The impact of a project in the Cost-Benefit Analysis is the diffe
rence between what the situation in the study area would be with
and without the project. This means that when a project is being
evaluated the analysis must estimate not only what the situation
would be with the project but also what it would be without the
project. In other words, the alternative to the project must be expli
citly specified and considered in the evaluation of the project. Note
that the with-and-without comparison (ex ante evaluation) is not the
same with the before-and-after comparison (ex post evaluation).

3.1.2 Cost Effectiveness Analysis

By contrast to Cost Benefit Analysis, Cost Effectiveness Analysis
does not require the benefits and costs to be reduced to a common
denominator. Instead, the effectiveness of a program in reaching gi
ven substantive goals is related to the monetary value of the costs
(Levin, 1975).

In Cost Effectiveness Analysis, programs with similar goals are
evaluated and the costs compared. Cost Effectiveness Analysis, thus,
allows comparison and rank ordering of programs in terms of their
costs for reaching given goals, or the various outputs required for
different degrees of goal achievement (Rossi and Freeman, 1993).

Cost Effectiveness Analysis is based on the same principles and
utilizes the same methods as Cost Benefit Analysis. The assumptions
of the method, as well as the procedures required for measuring
costs and discounting, for example, are the same for both. Therefo
re, the concepts and methodology introduced previously with regard
to Cost Benefit Analysis can also be regarded as a basis for under
standing the Cost Effectiveness Analysis (Rossi and Freeman, 1993).

3.2. Impact analysis

All impact assessments are comparative. Determining impact re
quires comparing, with as much rigor as it is practicable, the condi
tions of targets that have experienced an intervention with those of
equivalent targets who have experienced something else (Rossi and
Freeman, 1993).

Full coverage programs present special difTiculties to evaluators
attempting impact assessments since there are no un-served targets
available to use as controls. The only comparisons available to the
researcher are between the same targets before and after exposure to
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the intervention, which are called reflexive controls (Rossi and
Freeman, 1993).

Although few evaluation designs have as much intuitive appeal
as simple before and after studies, they are among the least valid of
assessments. The essential feature of this assessment is a comparison
of the same targets at two points in time, separated by a period of
participation in a program. The differences of the two measurements
are taken as an estimate of the net effects of the intervention (Rossi
and Freeman, 1993).

Another applicable design in the course of impact assessments is
the Time Series Analysis. The Time Series Analysis involves many
repeated measures. The measures are taken on an aggregate unit
with many data points preceding and following the point in time at
which a new full-coverage intervention was introduced or an old
program was substantially modified. By «aggregate» statistical se
ries, we mean periodic measurements taken on a relatively large po
pulation (or parallel samples of it) as, for example, vital statistical
series (births, deaths, migrations) (Rossi and Freeman, 1993).

Time Series Analysis is especially important for estimating the
net impacts of changes in full coverage programs, particularly those
that are delivered uniformly. For example, social security retirement
payments are uniform for all persons with the same pre-retirement
employment records. If retirement payments or sanctions for convi
cted felons are changed at some point of time then the impact of
those changes can be studied through Time Series Analysis (Rossi
and Freeman, 1993).

3.3. Planning balanced sheet

Planning Balanced Sheet Analysis uses monetary units for the
measurements. Time dimension and physical scales are added in the
assessment while equity principles are incorporated (KEPE, 1997).

This analysis entitles the goals to be measured as a mirage of
the preferences of the agents being surveyed. A main disadvantage
is that a person is assumed to belong to only one group, while his
other attributes may be omitted (KEPE, 1997).

3.4. Goal achievement matrix

Goal Achievement Matrix consists in evaluating a program by
the extent of the objective goal's achievement. Like Planning Balan-
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ce Sheet, Goal Achievement Matrix uses monetary units for the
measurements. The novelty in this assessment is that the evaluator
enjoys the benefits of flexibility to examine each goal through seve
ral points of view due to the form of the Matrix (KEPE, 1997).

3.5. Multicriteria analysis

Multicriteria Analysis takes into account the conflicts and recon
ciliations between all involved interested parties (KEPE, 1997).

Nijkamp (1997) inducts the Concordance Analysis, a three pha
se process, for the confrontation of problems in Regional Planmng.
The process is summarized in the following steps: Some criteria are
determined, grouped and compared per two. Then they are presen
ted in a matrix in order to be calculated with indicators of concor
dance or discordance. Nijkamp considers that, thereinafter. Cost Be
nefit Analysis may be used in the calculating part of the assessment
(KEPE, 1997).

Holmes (1972) proposes a process of ranking. The ranks of
goals and criteria are determined in advance. The innovations that
gather more ranks are the most prospective to be chosen. The major
disadvantage of Ordinal Ranking methods is that they comprise
subjective elements (KEPE, 1997).

4. A comparative assessment

In this chapter we attempt a comparative assessment of the
evaluation approaches and methodologies reported above. Firstly, Ae
approaches and methodologies are criticized separately. Following
this, the methodologies are presented in a table and their main cha
racteristics are compared. Furthermore, the methodologies are as
sessed in regard to the approach that they involve.

4.1. Comparative assessment of approaches

4.1.1 Quantitative & Qualitative approches

A qualitative evaluation design might be particularly appropriate
where, for whatever reasons, either program processes or program
impacts, or both, were largely unspecified. Sometimes the reason is
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because outcomes were meant to be individualized; sometimes the
program is simply uncertain about what the outcomes will be. Un
der such conditions one puφOse of the evaluation may be to help
articulate program processes, program impacts and the linkages bet
ween the two (Patton, 1995).

Qualitative methods permit the evaluator to study selected issues,
cases or events in depth and detail. The fact that data collection is
not constrained by predetermined categories of analysis contributes
to the depth and detail of qualitative data. Quantitative methods, on
the other hand, use standardized measures that fit various options
and experiences into predetermined response categories. The advan
tage of the quantitative approach is that it measures the reactions of
a great number of people to a limited set of questions, thus facilita
ting comparison and statistical aggregation of the data. This provi
des a set of findings, which are broad and applicable for generaliza
tion. By contrast, qualitative methods typically produce a wealth of
detailed data about a much smaller number of people and cases
(Patton, 1987).

An unfortunate debate has arisen about which of these two ap
proaches is «best.» This debate is not productive. A combination of
approaches frequently yields the most useful information. For exam
ple, when first approaching an evaluation, an open-ended approach
can provide information that will assist the evaluator in developing
more quantitative measures. Qualitative measures will provide illu
strations and examples that stakeholders may find helpful in under
standing the effect of the program on individuals. Further, stakehol
ders, and members of the general public tend to remember and be
moved by case illustrations that describe an individual's experience
(intemet).

4.1.2 Inductive and deductive approaches

In evaluations, the classic deductive approaches are measuring
relative attainment of predetermined clear, specific and measurable
goals. By contrast, the classic inductive approaches are goal free
evaluations in which the evaluator gathers qualitative data on actual
program impacts through direct observations of program activities
and in depth interviews with participants, without being limited to
stated, predetermined goals (Patton, 1987).
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4.2. Comparative assessment of methodologies

4.2.1 Efficiency Analyses

The employment of Efficiency techniques (Cost Benefit and Cost
Effectiveness Analysis) is appropriate for all phases of program im
plementation. However, Efficiency Analyses are most commonly un
dertaken either during the planning and design phase of an initiati
ve, or after an innovative or markedly modified program has been
in place for a time and there is interest in making it permanent or
possibly expanding it (Rossi and Freeman, 1993).

Ex ante Cost Benefit Analysis is most important for those pro
grams that will be difficult to abandon once they have been put into
place, or that require extensive commitments in funding and time to
be realized. Decisions on the application of technology and science
to public health, medical care and environmental problems are pre
ceded in many cases by ex ante Cost Benefit Analysis because of
the extensive resource commitments required. But, most commonly,
in the social program field. Efficiency Analysis takes place after the
completion of an impact evaluation, when the net impact of a pro
gram is known. The focus of such ex post Cost Benefit and Cost
Effectiveness assessments may be on examining the efficiency of a
program in either absolute or comparative terms, or both. In all ca
ses, the analysis is undertaken to assess whether the costs of the in
tervention can be justified by the magnitude of the net outcomes
(Rossi and Freeman, 1993).

4.2.1.1 Cost-Benefit Analysis

In this approach, very little attention is paid to the problems of
finding and setting parameters. Analysts tend to include certain be
nefits and costs in their research because others have done so in the
past. Thus each sort of program develops its own conventions, so
that predictable sets of benefits and costs are treated depending on
whether a program is a dam, a transportation system, a training pro
gram, a government regulation, or whatever. What-ever the sources,
it is clear that it is the analyst's responsibility to look, beyond the
obvious gains and losses, to factors that are more indirectly or di
stantly implicated but are nevertheless important. Gramlich (1990)
mentions such factors as pollution, health, safety, waste of time, se
condary market impacts, and impacts on marital and family ties
(Mohr, 1995).
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At the same time, on the limiting side, analysts are cautioned to
be sensitive to the possibility of duplication, or double counting, by
including the same cost or benefit more than once in different gui
ses. Double counting of benefits or costs must be avoided (Mohr,
1995).

The valuation of benefits and costs should reflect preferences re
vealed by choices which have been made. The most challenging
part of Cost-Benefit Analysis is finding past choices which reveal
the tradeoffs and equivalencies in preferences. For example, the va
luation of the benefit of cleaner air could be established by finding
how much less people paid for housing in more polluted areas,
which, otherwise, was identical in characteristics and location to
housing in less polluted areas.

It is sometimes necessary in Cost-Benefit Analysis to evaluate
the benefit of saving human lives. There is considerable antipathy in
the general public to the idea of placing a money value on human
life. Economists recognize that it is impossible to fiind every project
which promises to save a human life, and that some rational basis
is needed to select which projects are approved and which are tur
ned down. The controversy is defused, when it is recognized that
the benefit of such projects is in reducing the risk of death. This
computation is equivalent to placing an economic value on the ex
pected number of lives saved.

In fact it is recognized that not all impacts can successfully have
a monetary value placed on them. Analysts are urged to go as far
as possible in that direction and, rather than ignore not monetized
impacts, simply present them on the side, as it were, in their origi
nal scales (Gramlich, 1990). Another weighting that may become
important for the Cost-Benefit Analysis is the weighting of groups
for importance in connection with the impacts of a particular policy.
This kind of weighting is done subjectively by the analyst, often in
consultation with others who have a concern regarding the policy.
In this sort of case, the evaluator usually applies techniques such as
sensitive analysis, that provide decision makers with a series of re
sults instead of only one, each depending on the use of different set
of weights (Mohr, 1995).

The function of assessing impact is central to Cost-Benefit Ana
lysis. It is performed in highly complex ways and demands a great
deal of expertise and creativity. The predominant approach involves
a) the acquisition of at least some minimally essential amount of real
world data on prices and quantities (including information about
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goods, wages, interest rates, etc) and b) economic theory as a basis
of extrapolating and imputing from there (demand and supply cur
ves, marginal cost curves, etc) (Mohr, 1995).

The impacts of a project are defined for a particular study area,
be it a city, region, state, nation or the world. The nature of the
study area is usually specified by the organization sponsoring the
analysis. Many effects of a project may «net out» over one study
area but not over a smaller one. The specifications of the study area
may be arbitrary but they may significantly affect the conclusions
of the analysis.

4.2.1.2 Cost Effectiveness Analysis

Cost Effectiveness Analysis is a feasible altemative to Cost-Be
nefit Analysis when benefits cannot be calibrated in monetary units.
It permits programs with similar goals to be compared in terms of
their relative efficiency and can also be used to analyze the relative
efficiency of variations of a program (Rossi and Freeman, 1993).

But, because the benefits are not converted to a common deno
minator, we cannot ascertain the worth of merit of a given interven
tion in monetary terms from such an analysis. Likewise, we cannot
determine which of two or more programs in different areas produ
ce better returns. In this analysis, efficiency is judged by comparing
costs for units of outcome (Rossi and Freeman, 1993).

4.2.2 Impact Analysis

Impact assessments are undertaken to determine whether a pro
gram has its intended effects. Such assessments may be made at
any stage of the program, from pre implementation policy making
through planning, design and implementation (Rossi and Freeman,
1993).

Impact assessments may make use of qualitative or quantitative
data. Although qualitative data are important for certain evaluative
purposes, precise assessment of impact requires carefully collected
quantitative data (Rossi & Freeman, 1993).

The main deficiency of the Impact Analysis design is that ordi
narily it cannot disentangle the effects of extraneous factors from
the effects of the intervention. Consequently, estimates of the inter
vention's net effects are dubious at best (Rossi and Freeman, 1993).

An additional complication is that, when programs have been in
place for a period of time, «before» measures normally can be ga-

109



Konstantinos Aravossis, Efrosini Koutsiana

thered only by asking participating targets to reconstruct retrospective
ly what they were like before the intervention. In such studies the
unreliability of recall can be a serious design effect.

As far as the Time Series Analysis is concerned, there are some
limitations in its application. Perhaps the most serious limitation of
many Time Series designs is the large number of pre-intervention
observations needed in order to model pre-intervention trends accu
rately. Indeed, a Time Series Analysis can de performed only if ex
tensive before-enactment and after-enactment observations on out

come measures exist. Of course, for many ongoing interventions,
such long term measures do not exist. For this reason Time Series
Analysis is usually restricted to outcome concerns for which go
vernmental or other groups routinely collect and publish statistics
(Rossi and Freeman, 1993).

4.2.3 Multicriteria Analysis

Multicriteria Analysis compares the effectiveness and efficiency
of several projects or interventions. It takes into account and synthe
sizes several effects, quantitatively and/or qualitatively. Multicriteria
Analysis can be used to take into account any differences in the
points of view of the partners. It is generally used ex ante. Its flexi
bility makes it suitable for use in many situations (European Com
mission, 1999).

The methodologies, presented previously, are tabulated in a criti
cal assessment in Table 1.

5. Proposal of methodological approach
in program evaluation

In the previous chapters we have proclaimed that each evaluation
methodology has as many advantages as weaknesses. At this point,
based on the above analysis, we propose two methodological ap
proaches in program evaluation. In particular, we propose either the
parallel application of several methodologies in an assessed pro
gram, or the mixing of existing pure methodologies to create a new
approach. We appreciate that these two approaches can help the
evaluator to overcome the weaknesses that may arise during the im
plementation of a single pure methodology.
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Triangulation

Triangulation refers to the use of different data collection techni
ques and different research strategies to study the same program.
According to Patton (1995), the term Triangulation is derived from
the geometric shape triangle. The triangle is the strongest of all the
geometric shapes and triangulated evaluation designs are aiming at
increasing the strength of any evaluation. It is in data analysis that
this strategy of triangulation really pays off, but in this paper we
will discuss using multiple methods to study a program.

Triangulation is a powerful solution to the problem of relying
too much on any single method and thereby undermining the validi
ty and credibility of findings because of the weaknesses of any sin
gle method. Triangulation is the recognition that the evaluator needs
to be open to more than one way of looking at the program (Patton,
1995).

Triangulation may be an ideal approach for evaluating a pro-
p'am. However, it is also very expensive. Most evaluation research
involves quite limited budgets, short time frames and political con
straints. In the reality of limited resources, attempts at triangulation
may mean a series of poorly implemented methods rather than one
approach well executed.

Besides, in the case of operational programs, Economou (1997)
reports that a «synergy of the evaluations» is necessary. Indeed,
since the evaluation of a specific program cannot include all related
programs, there are obvious limits to the autonomy of every single
evaluation. This leads to the conclusion that the evaluations of the
different programs, even if they could follow a distinct time-table
om an intemal point of view, have to obey an overall co-ordina

tion that will create the necessary inputs and outputs from/to the
complementary interventions (Economou, 1997).

Mixing analysis approaches

Triangulation is one way of increasing methodological power.
ile a second one is to borrow and combine parts from pure me-

creating mixed methodological approaches (Patton,
1 yyj).

We believe that there are strengths and virtues in the ideal of
pure implementation of each approach. But there are also some im
portant benefits to be gained by mixing methods and approaches.
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For example when dealing with a program in which some of the
variables to be examined are unclear. It is possible to design an ex
perimental design for collecting some qualitative open-ended data
from the program participants.

The analyst may superimpose quantitative scales and dimensions
onto qualitative data. Thus in the data analysis phase of a project
the evaluator may decide to convert qualitative descriptions into
quantitative scales that can be statistically manipulated.
A variety of mixes may then be done, such as mixes of data ty

pe, inquiry mode and analysis methods. In order to make the choi
ces available more clearly, we list below some possible combinations
for the creation of a flexible evaluation design (Patton, 1995):

1. Experimental Design - Qualitative Data Collection - Content A-
nalysis

2. Experimental Design - Qualitative Data Collection - Statistical
Analysis

3. Naturalistic Inquiry - Qualitative Data Collection - Statistical A-
nalysis

4. Naturalistic Inquiry - Quantitative Measurement - Statistical A-
nalysis

It should be mentioned that it is not possible to combine all the
methodological approaches in a program. Certain designs pose con
straints that exclude other possibilities. For instance, as mentioned
above, it is possible to convert detailed qualitative descriptions into
quantitative scales for the purposes of statistical analysis. However,
it is not possible to work the opposite way, to convert purely quan
titative methods into detailed, qualitative descriptions (Patton, 1995).

The choice of the appropriate methodological combination for
the evaluation of a program depends on several factors, such as the
purpose of the evaluation, what the stakeholders want to know, the
funds available and the skills of the evaluator. It is certain that dif
ferent methods produce quite different information. The challenge
for the evaluator is to find out which information is most needed

and most useful in a given situation, and then to employ those me
thods best suited to producing the needed information (Patton,
1995).
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6. Conclusions

In this paper we have attempted to gather and summarize the ba
sic methodologies in program evaluation. We have presented the
major methodological approaches. After impressing on the main
characteristics, advantages and weaknesses of the approaches and
methodologies we proceeded to a comparative assessment. Eventual
ly» we proposed Triangulation and the appropriate mixing of pure
methods as two new strong methodological approaches.

From the above analysis we can conclude the following:

The impact of full coverage socio-economic programs is difficult
to assess with confidence because the nature of such programs pre
cludes the use of comparison groups. Full coverage programs gene
rally are evaluated by using reflexive controls to compare prepro
gram and post-program outcome measurements. Designs range from
simple before/after test evaluations, in which there is only one mea
surement before and one after program implementation, to time se
ries evaluations, in which there are multiple measurements before
and after the intervention is in place. Time series designs are much
more powerful than simple before/after designs in estimating net ef
fects. In evaluations with only two measurements, it is almost im
possible to differentiate net from gross effects.

Cost Effectiveness analysis judges the efficiency of the interven
tion by quantitative comparison with one or more other interventions.
It favors an objective considered to be a priority. It is particularly
well suited to ex post evaluation.

Cost Benefit analysis judges the efficiency of the intervention by
taking into account all its effects and by making a quantitative syn
thesis. Cost Benefit analysis can judge an intervention in the absolu
te, without any comparative reference to other intervention. It is ge
nerally used ex ante, but all the conditions required for its efficien
cy application are rarely met.

Qualitative evaluation data may be presented alone or in combi
nation with quantitative data. Recent developments in the evaluation
profession have led to an increase in the use of multiple methods
including combinations of qualitative and quantitative data.

We have concluded that mixing parts of different approaches is a
practical mandate to gather the most relevant possible information
to inform decision makers and stakeholders. In practice, it is altoge
ther possible and often desirable to combine approaches.
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Abstract

The problem of doping in sports consists of a social dilem
ma situation in which, in equilibrium, each athlete consumes do
ping means although each one would be better off if everybody
gave up taking performance-stimulating drugs. Based on a ra
tional-choice analysis, a proposal which focuses on the «demand
side» of the problem is made how this dilemma may be overco
me. An abstract, non-enumerative definition of the doping offense
is put forward which classifies all substances enhancing the athe-
letes' performance and damaging their health as doping means.
In a multilateral «fairness compact» among all participants in
volved, sports associations and promoters would have to commit
themselves on a life-long suspension of all athletes tested positi
vely. Sponsors would have to provide the financial basis for an
independent monitoring and enforcement agency. It is argued
that this proposal not only drains the doping problem in an in
centive-compatible way but also avoids the inefficiencies and in
human consequences of actual doping practices.
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1. Introduction

For several years the media interest in many kinds of high-per
formance sports seems to have focused as much on the use of drugs
as on athletes' records. Positive doping tests and the sudden deaths
of a number of athletes have fuelled further rumours. A popular and
seemingly obvious explanation for the doping problem is that the
athletes' morality and the long standing standards of fair play have
gradually eroded with time. In this paper we shall try to show, by
means of a rational-choice approach, that there is a different, deeper
and, in our opinion, more adequate explanation of drug abuse in
sports. Policy advice derived from this explanation differs from re
commendations hitherto put forward.

2. Are there any good reasons to dope?

From a rational-choice perspective, the participants in any major
sporting event are captured in a prisoners' dilemma, where indivi
dual rational behaviour leads to a jointly destructive outcome (see,
for instance, Breivik, 1987). On the one hand, literally no one could
be interested in using drugs as a means of doping in modem, top-
level sports. Spectators wish to enjoy a fair competition; sponsors
are interested in avoiding damage to their images; and those who
have the least to gain from doping may be the athletes themselves
who not only bear a high economic and, presumably, moral cost of
doping, but also incur health risks by using performance-enhancing
dmgs. An enforced control on doping is in everybody's encompassing
self-interest. Since each individual party can gain from this, fair
play in sports is Pareto-superior to a situation of general dmg use.

For any top-class athlete, however, it is individually rational not
to comply with a doping ban. Suppose firstly a fictitious situation in
which there are no doping regulations at all. What would a sports
man choose to do if he expected all competitors not to be doped?
From his point of view, it would be rational to consume performance-
enhancing substances in order to increase his particular chance of
winning a toumament or, perhaps, of setting a world record. And
how, on the other hand, would he act if he knew that his competi
tors used dmgs? In this case, he would have another good reason to
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use drugs himself. Since, dispensing with doping would be harmful
to himself in that he would have to pay for his unilateral self-re
striction by a highly probable defeat. In other words, if all others
dope, the «nice guy will finish last» (Gardner, 1974). Therefore, ta
king one's daily dose of drugs is definitely dominant.

Since each and every athlete calculates in the same way, in
equilibrium all participants find themselves in the collectively least
desired all-doping situation. Given these circumstances, individual
rationality implies group irrationality.

The chemical «arms race» for victory, yet, is socially inefficient.
Only one of many competitors can win an event. The doping costs
of each other athlete are wasted. In a situation in which drug use
spreads to all athletes, a collective «disarmament» would be benefi
cial to all. Even the winner would gain since it is plausible to assu
me that a general «armistice» would not change the relative posi
tions of the participants in a tournament. The athletes face the pro
blem, however, of securing the reciprocity of fair play in order to
be able to look after their encompassing self-interests, without the
risk of ending up as a sucker. Just as Ulysses once let himself be
bound to the mast of his ship in order to withstand the sirens' sin
ging, athletes are in need of an extemal binding mechanism in order
to be able to protect themselves from becoming objects of their
own narrow interests. Therefore, an enforced doping ban does not
bind the athletes to some arbitrarily chosen and extemally imposed
set of rules, but to their own encompassing interests.

In modem societies, situations abound in which only extemally
enforced restrictions on individual freedom can help a person to act
in accordance with his own encompassing interest. All kinds of ju
stifications of a government's intervention into its citizens' liberty in
one way or other depend on a «paradox of being govemed» (Bu
chanan, 1975). As Jean-Jacques Rousseau (1913: 15) put it 200 years
ago, men must «be forced to be free.» A century earlier, Thomas
Hobbes maintained, in a similar vein, that only «that great Levia
than» -a common power formed by, but extemal to a given state's
citizens— can free men from their positional «warre of every man a-
gainst every man» in anarchy, which renders the life of man «solita
ry, poore, nasty, bmtish, and short» (Hobbes, 1914: 65).

Extemal coercion can help to avoid an anarchical competition
fuelled by the participants' partial interests. In the American Ho
ckey League, for example, players deliberately chose not to wear
helmets, even though most of them explicitly claimed to favour a
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mandatory rule to do so (see Schelling, 1978). The reason for this
was that many players believed that wearing helmets would reduce
their efficiency and put them at a disadvantage, since they would be
handicapped by their head protection. Thus, every player valued
avoidance of an inevitable reduction in competitive strength more
highly than his health. In this example, hockey players are caught
in a social trap: their strong taste for victory causes a jointly harm
ful outcome. If wearing helmets was mandatory, all players could a-
chieve a joint cooperative situation in which no one would have an
advantage over the others, and at the same time everyone would in
cur a smaller risk of being injured.

3. Under which conditions

will athletes use drugs?

Extemal enforcement systems of doping regulations are already
in existence. Why do the athletes dope nevertheless? One of the
reasons may well be the fact that laws are never perfectly enforced.
Provision of information about the actions of individuals is costly
and must respect their privacy. Not every single violation of a law
will, therefore, be sanctioned (see Stigler, 1970). The effective
amoimt of sanctioning depends both on the punishment laid down
in the law and on the probability of law enforcement.
A rational law-breaker, who maximizes the expected value of his

net utility, will act illegally as long as the incremental utility of his
action exceeds the expected marginal disutility imposed by sanctio
ning. This disutility is the product of the individually perceived
costs of being sanctioned times the probability of discovery and pu
nishment for the offense. In the above example of the American
Hockey League, the probability of being punished for not wearing a
helmet would have been near one, as it can be easily observed whe
ther a player is wearing a helmet or not. A relatively small absolute
sanction would, therefore, have been sufficient to help the players
escape their social dilemma.

The case of doping is a very different matter. On the one hand,
drug abuse by athletes is extremely difficult to observe; the use of
certain drugs cannot even be detected at all. Consequently, the pro
bability of detecting a violation of anti-doping rules is small. As
comparatively low expected costs of punishment are coupled with

120



The peculiar economics of doping in sports

high prizes for winners, even a high nominal sanction may not suf
fice to suppress doping entirely.

Inteφersonal differences in the expected value of a given san
ction may explain why seemingly not all top athletes have equal in
centives to dope. Some of them are boimd by sponsoring contracts
stipulating their immediate dismissal in case of a positive doping
test. If such an additional amount of sanctioning in a sponsoring
contract is high enough, a rational athlete will refrain from doping.

4. The incentive to dope: Some hypotheses

Which athletes consume performance-enhancing drugs?

As alert readers of newspapers, we probably have the prima fa
cie impression that doping is much more common in certain types
of sports such as cycling or track and field athletics than in others
such as golf or soccer. This impression, however, may in fact be
grossly misleading. There is good reason to believe that we shall
never be able to verify this impression nor its contrary. It lies in the
very essence of doping that it be done in strict secrecy and, as a
consequence, reliable and comprehensive data will never be avai
lable.

For one thing, the absolute number of reported doping cases in
some branches of sports has a meaning only in relation to the num
ber of athletes active in these fields of sports. Secondly, the incen
tives, as well as the particular characteristics of the various types of
sports can differ to a large extent. For example, the difference in
the incomes of the heavy weight champion in professional boxing
and the biathlon world champion is certainly enormous. In addition
to this, both, the number of doping tests per year and per athlete
and the rules of sanctioning, differ from country to country and
from sport to sport. Finally, the effect of drugs on performance is
enormous in weight-lifting and probably close to zero in golf. It is
for these reasons that any number of positive doping tests that
should become known, do not indicate an effective doping intensity
in the respective branches of sports. Since the available data, for
these reasons, must be taken to be strongly and systematically bia
sed, it would be inadequate to argue on such a basis. Under these
informational conditions, all we can do is try to make some 'infor-
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med guesses' about the plausible out-comes of different incentive
stmctures.

As a first guess one might presume that, other things being e-
qual, the incentive to dope is stronger in individual sports than in
team sports. The reason for this seems to be obvious: whereas the
benefits of an enhanced performance accrue exclusively to a doped
heavyweight boxer, a doped football player's performance is benefi
cial for the whole team; the latter's doping would raise his contribu
tion to a public good. Competition among teams for ranking high in
their respective leagues causes only a moderate incentive for an
individual team member to dope. As a member of a small group,
his contribution to his team's success is certainly not insignificant
nor is his resulting share in the increased team income. Normally,
however, his performance is not decisive for the team's overall per
formance. Triumphs as well as defeats are always shared by all.
Consequently, the individual incentive to smooth the team's way for
victory by means of pharmaceutical products will be a negative fun
ction of group size: the bigger the team, the smaller the incentive to
dope.

Alas, the moderate influence of team competition on an indivi
dual team member's decision to dope may well be amplified by
competition among athletes to become or remain a member of a
high ranking major league team. Since the number of high income
jobs in major league teams is small and cannot be increased, com
petition for membership in a team must be expected to be extreme
ly fierce. Contrary to intuition and casual observation, we should
not expect team sports to be havens of fair playing guys (and girls
for that matter).

Also, one might plausibly assume that the incentive to dope in
individual sports (ceteris paribus) is more distinct whenever peak
performances can be measured in absolute numbers. The actual
world record holders, say, in long distance running or javelin thro
wing clearly rank higher than any comparable athlete in human hi
story. Any current world record holder in such a branch of sports
holds a worldwide natural monopoly, sometimes for quite an exten
ded period of time as, for instance, did Bob Beamon who held the
world record in long jumping for 23 years. This natural monopoly,
if marketed appropriately, can create considerable rents.

In branches of sports in which results can only be recorded as a
rank order of outcomes in a certain toumament, no such monopoly
rents can be produced quite simply because a toumament winner
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ranks first over a small number of competitors at a given place and
time and not generally over all athletes in history. We have only a
vague idea of who was the best golf player of all time or even of
the last decade. Therefore, one should expect the ratio between the
yearly income of a world record holder and that of the second ran
king athlete to be higher than the income ratio of the athletes who
won the most and those who won the second highest number of
tournaments in a year. As a consequence, positional competition
should be more pronounced and the incentive to dope more marked
in the former than in the latter.

5. Which governments support doping?

Casual observation as well as a-priori reasoning suggest that the
doping phenomenon is not only unequally frequent in different kinds
of sports but also differs among states. Past and present communist
states had and still have a reputation for systematically doping their
athletes, which was supported by a purposeful pre-selection of ta
lented youths. Recently sports officials of the former German De
mocratic Republic had to defend themselves in doping trials before
the courts. These trials produced evidence that very young athletes
were quite often doped against their will and, in many cases, even
without their knowledge.

Again, reliable data of approximate completeness will never be
available. As doping was implemented with governmental assent
and support, everything was done to keep the real source of the in
ternational superiority of their athletes secret; with only a few ex
ceptions of occasional circumstantial evidence, the facts will remain
behind a thick veil of silence.

Having had very few, if any, social or economic performance
characteristics comparable to those of Western democracies, being
ahead of the rest of the world at least in the realm of sports was
one of the rare and badly desired occasions to demonstrate what
«socialist progress» means.

In order not to lose the self-initiated «competition between sy
stems» due to an emigration drain, the citizens had to be kept wi
thin the national boundaries of the commimist states by means of an
unprecedented migration barrier, the Iron Curtain (see Tietzel and
Weber, 1994). In order to win the competition between systems, at
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least in the field of sports, top athletes primarily had to be tied clo
sely to their socialist states of origin. On the one hand, they had to
perform at intemational meetings; but, on the other hand, their in
centives to flee from their team in order to have a chance at an in
temational career had to be curbed. This was achieved by taking the
sportsmen's relatives as hostages so to say who did not have the
slightest chance to leave the country.

Therefore, in spite of outstanding performance, the income of a
top Western athlete was unavailable to them. A home-made socialist
incentive to dope was created by rewarding successful athletes with
comparatively high incomes and many other privileges, for themsel
ves and their families, such as preferential access to university edu
cation and housing. Given the comparatively low incomes of normal
citizens in ordinary professions, the difference in income between a
socialist top athlete and the average citizen was certainly extraordina
rily large. In view of the relative size of this rent and owing to the
fact that an athlete definitely was not sanctioned for doping, one
should expect a high degree of consent among athletes to be mani
pulated for performance; in a way, they were in the positions of
«big enchanted princes in small ponds» (see the cartoon in Frank,
1985: II). What was unachievable with hammer and sickle was
made possible with the help of the syringe.

6. An erosion of morality?

According to a widely held opinion, fair play in sports was
much more common in former times than it is nowadays. Given our
analysis, this claim lacks any foundation. Through the ages, athletes
have competed by any means for fame, glory and money. While to
day doped athletes, by manipulating the probability of victory, only
harm their undoped competitors in an indirect way, athletes of for
mer times even tried to reduce their rivals' competitiveness directly.
In the ancient Greek agones boxers concealed metal weights in their
hand belts or they fitted them with dangerous thorns. The historian
Dio Cassius reported that the Roman emperor Caligula did not even
refrain from poisoning the racehorses and the charioteers of those
stables which were serious competitors to the «green» chariot racing
team he favoured fanatically. The myth propagated by Pierre de
Coubertin, the founder of the modem Olympic movement, that ta-
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king part and not winning was important at the Olympics of anti
quity, is certainly based on the 19th century's idealized view of an
tiquity, not however on historical facts.
A comparable historical misinterpretation seems to be the cause

of the repeatedly expressed ad hoc explanation of doping cases as
being the consequences of a widespread erosion of morality in sports.
The observable steady increase of registered doping cases through
the years can be explained in quite different terms. On the one hand,
in many countries severe doping regulations were only introduced
during the last decade; numerous kinds of medication formerly per
mitted have been banned since then. This alone may well have in
creased the number of doping offenses officially disclosed. On the
other hand, the technical development of performance-enhancing
substances has proceeded at an increased rate. While doping labora
tories have been working hard to finally develop a reliable test for
the use of the drug Erythropoietin (EPO), which still plays a promi
nent role in sports that require endurance, athletes allegedly have
switched to a more efficient but also more dangerous substance. Gi
ven the rapid development of novel drugs, even the toughest of do
ping controllers will perhaps win a battle against drug abuse in
sports; but they will never win the war.

Finally, the stakes within the big «game of sports» have risen si
gnificantly during the last few decades. At the beginning of the cen-

prominent sporting events, such as the Olympics or the Tour
de France, were competitions among amateurs. These athletes were
lured to take part, in the absence of high prizes and without any lu
crative promotional offers, by the potential fame and possibly for
entertainment, which, by the way, is the original etymological mea
ning of the word «sports». In such «low-cost situations» in which
moral behaviour was relatively cheap, the incentive to cheat was not
as strong as it is today.

The world of sports, however, has changed significantly since
that time. The advent of modem media tumed sporting events into
goods of mass consumption. Whereas toumaments could formerly
only be watched by spectators in a stadium, TV serves millions at
zero or minimal variable costs. The decrease of per capita costs of
an event's provision is no longer limited by the capacity of a sta
dium, but continues over the much larger numbers of sports fans at
their TV sets.

Promoters of big sporting events fully exploit the commercial
potential of sports. Spectators' interest in amateur sports has dimini-

125



Manfred Tietzel, Christian Miiller

shed, since access to high performance professional sports has beco
me so easy and cheap. The admission of professionals to the Olym
pics and other intemational sporting events has certainly been moti
vated by the economic interests of their promoters. Under the pres
sure of attracting media interest, promoters compete with hitherto
unexperienced rigor for the elite of intemational top-level sports.

The advertising industry discovered the promotional value of
sports. A spectator, instead of buying a ticket, now «pays» in terms
of simultaneous consumption of advertisements. Top ranking athle
tes are in a position to «lease» their natural monopoly to sponsors
for commercial use. Advertising one's brand on an athlete's cap or
shirt has a twofold advantage over other kinds of publicity. Whereas
ordinary TV conunercials attract only moderate attention, to say the
least, advertisements on an athlete's clothing are naturally noticed
jointly and with the same focus as this athlete's performance. In ad
dition, the per capita costs of this type of ad decrease at a much
higher rate than in other forms of advertisement because the amount
of money the sponsor pays an athlete can be regarded as a fixed
cost of advertisement. It is, therefore, hardly astonishing that the
budgets of sports ads are constantly increasing and that competition
among sponsors for top athletes is tough. In track and field athle
tics, most world records occur at major events in New York, Lon
don or Zurich because promoters and sponsors can, in some sense,
«buy» a world record by offering a remuneration.

Sponsors and promoters are trapped in a social dilemma compa
rable to the athletes' doping dilemma. While the latter compete on
streets and sports fields for records and titles, the former bid for the
commitments of the prospective record-setters or for advertising
contracts with the record-holders in a less visible way. In a positio
nal competition barely less tough than that among the athletes, mar
keting agencies try to outbid each other with the result of ever in
creasing sponsoring budgets.

The mass commercialization of sports releases a «superstar ef
fect» which, in turn, makes the reward structure in most sports hi
ghly nonlinear: the top-level athletes' rewards rise in great dispro
portion to talent and ability. As a consequence, the bulk of the ear
nings goes to a handful of participants. The right-hand tail of the
income distribution among athletes is much thicker than the lower.
For example, the top five money winners on the pro golf tour have
annual stroke averages that are less than five percent lower than
those of the fiftieth or sixtieth ranking player; however, they earn
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four or five times more money. Thus, trifling differences in perfor
mance sufficient to define the rank order may cause substantial di
fferences in incomes (see Rosen, 1983: 451). The American freesty
le swimmer Shirley Babashoff, for instance, won four silver medals
in the Montreal Olympics in 1976 although she was the favourite.
For her events, she was beaten by East-German swimmers, whom
she described in an interview as «huge, hairy and deep-voiced. ... I
was not second, I have been defeated by men.» Today she works as
a postwoman in Huntington Beach, Los Angeles, and she still grie
ves over the idea, that as a fourfold gold medal winner she could
have expected a career comparable to Mark Spitz's (see Kalwa, 1998).

It is simply insufficient even to be ranked a very close second
place. As the often cited slogan, attributed to Vince Lombardi, puts
it: «Winning isn't everything, it is the only thing» (quoted in Brei-
vik, 1987: 84). If a great deal is at stake the athletes tend to do
anything to win, doping included. This has less to do with an ero
sion of the athletes' morality and more, to do with an incentive sy
stem in professional sports which has changed radically. Within the
complicated nexus of interests involving spectators, sponsors, pro
moters and managers, the price athletes have to pay for morality,
these days, has simply risen to extremes.

7. An incentive compatible solution
to the doping problem

«Doping» defined

Are there safe ways out of these dilemmas? The difficulties in
finding a solution begin with the veiy problem of stipulating the ty
pes of behaviour that are to be regarded as «doping.» The usual ex
pedient, adopted for instance by the International Olympic Commit
tee, is to set up a so-called «negative list» which specifies all the
substances the use of which is to be regarded as a fact constituing
«doping.» The use of drugs not included in the negative list is not
liable to be punishable. This provides a strong incentive for athletes,
coaches and sponsors to substitute the listed drugs for novel, unli
sted drugs in order to avoid doping in the legal sense, yet not fa
ctually. The incentive to substitute illicit drugs for novel ones corre
lates with the degree of enforcement of the negative list. As parado-
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xical as it may sound, a strict enforcement of a negative list will
aggravate the doping problem.

In order to avoid evading strategies and their perverse side ef
fects, it has been suggested that the athletes themselves be entrusted
with defining what is to be regarded as doping (Bird and Wagner
1997). According to this proposal, any drug which enhances an
athlete's performance so sweepingly that he is unwilling to overtly
concede its consumption is to be considered a doping substance.
The core of this proposal amounts to demanding that all athletes
keep a drug diary in which they record any drugs taken. If, by
means of comprehensive tests, it becomes evident that an athlete
has taken a drug not enlisted in his diary he is found guilty of do
ping and will be punished. The premise upon which this proposal
rests is that the term «doping» now refers not to the consumption of
a drug on a negative list, but to drugs used secretly.

It seems highly questionable, though, that the evading reactions
triggered by a negative list will be removed by means of drug dia
ries. The range of drugs, the overt use of which is not regarded as
embarassing by the athletes, will gradually expand. An athlete, who
refrained from taking certain drugs up to some point of time and
who, more and more, observes others frankly confessing the use of
these drugs, will experience a growing competitive disadvantage.
The decision to use the drug himself will become all the more li
kely the less the general public is informed about the effects of the
drug and the less reason he has to feel embarrassed about using it
himself; what so many others do cannot be completely disrespectable.
Thus, the introduction of the drug diary will initiate a continuous
expansion of the number of drugs used overtly. It will not lead to a
removal of doping, but to its factual legalization.

Therefore, one should not be reluctant to define doping in an
abstract way, even though the problem of operationalization will be
unavoidable in the sense that cases will occur where it will be dif
ficult to decide unambiguously, whether these represent the consti
tuent facts of doping or not. No legislator would even consider the
idea of defining «theft» by means of a negative list of the tools
needed for burglary or allow the perpetrators to decide which tools
are admissible for burglary and which are not.

It seems sensible and also operational to define «doping» as an
athlete's consumption of drugs which increase his competitive per
formance and at the same time are damaging to his health. If the
use of some drug were not performance-enhancing, no third party
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would be placed at a disadvantage; no other athlete would feel
compelled to take part in a chemical arms race. If the drug were
not injurious to one's health, its use would hardly be distinguishable
from one's daily intake of food. Given this definition of doping the
burden of risk to be punished for taking novel drugs is completely
with the individual athlete, whereas an exhaustive negative list does
not impose such risk at all.

According to our definition, even those athletes whose performan
ce was manipulated by some third party without their knowledge
are to be regarded as doped. Examples that come to mind are Λβ
manipulation of an embryo's genes or, as was a widespread practice
in the former German Democratic Republic, the administering of
hormones to child athletes. These athletes, too, must be punished,
by excluding them from sports competitions, in order to avoid other
athletes being placed at a disadvantage and to obviate the incentive
for these other athletes to keep up with them. An athlete doped
without his knowledge can, of course, sue the manipulator for the
damages caused by the assault.

8. A fairness compact in sports

In addition to defining «doping» in a clear-cut way, it has to be
established who is to be punished, to what extent and in which way.
The regulations against doping, be that those in existence or those
called for by officials, relate mainly to the «dealers» i.e. coaches or
doctors who supply and provide the drugs. According to the Ger
man Pharmaceutics Act of 1998, for instance, it is explicitly forbid
den to «offer for sale, prescribe or administer to others pharmaceutics
for the use of doping in sports.» Violations can be pumshed by a
fine or imprisonment of up to three years. Also, just recently, the
Australian Olympic Committee did not hesitate to call for a lifelong
period of detention for such an offense.

Doped athletes are usually treated with extraordinary leniency,
sports associations consider suspensions of a few months to be an
adequate punishment. Even the Australian Olympic Committee
which calls for punishing dealers in a draconian way contents itsel
with a two years punishment for athletes tested positively.

Imprisonment, be that of athletes or suppliers, for violations of
doping regulations is as inadequate a punishment as it is inefficient.
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To begin with, a person absolutely uninvolved, the general taxpayer,
would have to bear the direct cost of executing the sentence. In
addition, punishing the act of doping by imprisonment is in harsh
disproportion to the nature of the offense. Doping an athlete is so
mething quite different from an offense such as killing him, all the
more so in the case of an athlete who takes drugs voluntarily. Fi
nally, whether or not the legislator is the most appropriate regulator
in this area can be reasonably questioned; there is good reason to
believe that sports associations, sponsors and promoters of sports
events are the more natural and more efficient regulators.

It is conceivable that there is a solution to the doping problem
which is incentive-compatible, efficient and which preserves the au
tonomy of sports. This solution could consist in a fairness compact
among sports associations, promoters and sponsors that ideally
should comprise all kinds of sports and should be negotiated on a
supranational basis. The main emphasis of that compact should be
the regulation of the sanctions on athletes, who are found guilty of
doping, and the enforcement of such sanctions. The compact should
be designed in such a way that it is self-enforcing in the sense that
it lies in the self-interest of the contracting parties to comply with
the mles laid down. In addition, a unanimous agreement on the ru
les of the compact should be conceivable, as well as reasonable, in
the sense that everyone who is party to it would be better off with
it than without it. Contrary to actual practice and alternative propo
sals, the faimess compact we have in mind aims at the demand side
for dmgs; the suppliers, who are nowadays the only ones who face
a serious threat of sanctions, go unpunished under such a system of
rules with the obvious exception of the ordinary legislation concer
ning assault.

First of all, sports associations and promoters should agree on
sanctioning athletes convicted of doping much more seriously than
now. Athletes who have tested positively for doping ought to be ex
cluded irrevocably from all forms of sports and from every compe
tition for a period of time as long as their expected sporting career.
A lifetime exclusion would be unambiguous and render unnecessary
complicated calculations and predictions. Though lifetime exclusion
for athletes may seem an unusual sanction and unappropriate given
the nature of the offense, it is not without precedent; in the fifth
century B.C. Greek athletes, who fatally injured their opponents in
boxing, were banned for the rest of their lives from the Panathenian
games (see Connolly and Dodge, 1998: 83).
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Such a provision, if perfectly enforced, would reduce a profes
sional athlete's expected lifetime income to that which is achievable
in the next best job he is able to perform. The rent on being a gif
ted professional athlete would be reduced to zero, and the athlete
alone, who makes the decision to dope and possibly profits from it,
would incur the cost of being sanctioned which is measurable in
terms of a reduction in his expected lifetime income.

An exclusion from sports competitions for the expected duration
of an individual's sporting career, rather than imprisonment, is per
fectly incentive-compatible insofar as -due to the superstar-effect-
the expected cost of being sanctioned increases more than proportio
nally compared to the incentive to dope.The expected cost of being
sanctioned for doping is higher, the higher an athlete ranks in his
branch of sports and the better, for this reason, his possibilities are
to obtain a high income as a professional athlete.

Insofar as it can be assumed that the rank order of athletes is the
same with and without doping, this part of the fairness compact ma
kes an improvement feasible, to which the athletes' unanimous con
sent can, with good reason, be assumed.

In a similar vein, sponsors, too, could make an improvement if
they, on their part, would bind themselves to sustained efforts to in
crease the probability of detecting doping offenses. In order to crea
te a reputation of supporting fair and clean athletes for themselves,
they would be well-advised to spend a fair share of their sponsoring
money on financing independently conducted doping controls and
on the development of new and improved doping tests.

Information on how much of a single sponsor's advertising bud
get is contributed to the support of doping testing and detection,
should be made public in order to build an individual reputation for
fairness. The general public will regard these individual contributions
as a pledge by means of which a sponsor makes his reputation de
pendent on the behaviour of the sponsored athletes. If any of the
sponsored athletes were tested positively for doping, the pledge
would be lost. Therefore, sponsors would have an incentive to urge
their athletes to compete fairly when they negotiate sponsoring con
tracts.

The suggested committing compact is credible only if doping
tests and legal procedures are implemented by independent institu
tions. If controls or enforcement activities were earned out by spon
sors, promoters or sport associations themselves, top athletes might
put pressure on them by threatening to refrain from participating in
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a sports meeting unless left untested. Even in the case of an athlete
found guilty of doping, sponsors as well as promoters would have a
strong incentive to suppress information about the matter in order to
retain their respective reputations and pledges. In the existing sy
stem this has already happened; in 1996, for instance, in the Olym
pics held in Atlanta, the IOC made efforts to suppress information
on eleven positive tests.

9. Conclusion

The doping problem in sports is solvable. It consists of a priso
ners' dilemma-type situation in which, in equilibrium, each indivi
dual sportsman acting rationally consumes performance-enhancing
drugs although each one would be better off if everybody refrained
from taking them. The cause of this dilemma is the athletes' com
mitment problem which turns their individual choices of fair play
into a self-damaging choice, as long as it cannot be secured that all
other athletes behave correspondingly.

In this paper we have launched a proposal which allows all tho
se affected to escape from this dilemma. Other than «negative lists»
scheduled by the IOC or other sports associations, our proposal is
based on an abstract, non-enumerative definition of the doping of
fense which considers all performance-enhancing and health-dama
ging substances as doping means.

In contrast to other proposals and legal regulations which focus
on the «supply side» of the problem we suggest, on the basis of a
rational-choice analysis, a system of incentives that aims at the
«demanders» for drugs in sports. All participants -sports organiza
tions, promoters and sponsors- could be better off in consenting to
a comprehensive fairness compact. In such a compact sports asso
ciations and promoters would have to commit themselves to an ex
tended suspension of all positively tested athletes. Sponsors would
have to provide the financing of an independent monitoring and en
forcement agency.

We have shown that this proposal not only drains the doping
problem in an incentive compatible way, but also avoids the ineffi
ciencies and inhuman consequences of actual practice. Whether the
contents of a top athlete's baggage will continue to attract more me
dia interest than his obtained results, which are often stunning wi-
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thout doping, depends on how the doping problem will finally be
settled.
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Abstract

This paper uses a dynamic panel data for
50 non-OECD) countries for the time period 1960-199 ι ,
to estimate the relationship between Gross Domestic r
(GDP) and pollution in the form of sulphur emissions. . ̂
purpose of performing our empirical estimate,
effects are used. This analysis shows significant coun-
ween the most industrialized countries and the rest 91 ^.Q^trol
tries considered. This implies that a uniform policy
pollution is not adequate. It is necessary to take into r
the specific economic situation as well as the in
dustrial and the business sectors in each county. ( nbate-
terms of policy implications, the study presents the mai
ment options for sulphur reduction.

1. Introduction

The generation of electricity from conventional power
associated with a number of environmental problems, or exa ρ
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generation using coal causes significant air pollution due to emis
sions of sulfur oxides, carbon dioxide, nitrogen oxides and particu-
lates. In the UK a 2000 MW coal fired station operating at 60%
load factor bums about 4.4 million tons of coal per year and each
year emission into the atmosphere is about 10 million tons of car
bon dioxide, 130,000 tons of sulfur dioxide, 40,000 tons of nitrogen
oxides and between 4,000 and 40,000 tons of particulate matter de
pending on how well the stack emissions are cleared before they
are released (Highton and Webb, 1980). Particular concern has been
expressed about the emissions of sulfur dioxide because the use of
tall stacks to disperse emissions can lead to problems of transnational
pollution. Approximately 1 ton of sulfur burned produces 2 tons of
sulfur dioxide (SOj) and sulphur is present, in varying quantities, in
both oil and coal.

Kuznets (1965, 1966) showed that during various economic de
velopment stages income disparities first rise and then begin to fall.
The environmental Kuznets curve (hereafter EKC) hypothesis pro
poses that there is an inverted U-shape relation between environmental
degradation and per-capita income. Environmental damage seems to
be lower in the most developed countries compared to many mid
dle-income countries and higher in many middle-income countries
compared to less developed countries. It is worth mentioning that an
altemative form of the EKC hypothesis suggests that environmental
degradation as a function of income is not a stable relationship but
may depend on the level of income. This is because in this alterna
tive form, there may exist one relationship for poor and another for
rich countries. On the aggregate this would give an inverted U-like
curve.

Cropper and Griffiths (1994) and Selten and Song (1994) conclude
that the majority of countries in their analyses are below their esti
mated peak levels for air pollutants and thus economic growth may
not reduce air pollution or deforestation. This implies that estimating
the left part of EKC is easier than estimating the right hand part.
A number of authors have estimated econometrically the EKC

using OLS analysis. The use of OLS is not likely to yield accurate
estimates of the peak levels. The EKC estimates for any dependent
variable (e.g. SOj, NO^^, deforestation, etc.) peak at income levels
which are around the world's mean income per capita. Income as
expected is not normally distributed but skewed (with a lot of coun
tries below mean income per capita). Arrow et al. (1995), Ekins
(1997) and Ansuategi et al. (1998) provide a number of reviews
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and critiques of the EKC studies. Stem et al. (1996) identified a
number of problems with some of the main EKC estimators and
their interpretation. They mention among other econometric pro
blems, the mean-median income problems, the inteφretation of par
ticular EKCs in isolation from other environmental problems, the
assumption of imidirectional causality from growth to environmental
quality and the reversibility of environmental change and asymptotic
behavior. Stem (1998) reviews these problems in details and shows
where progress has been made in empirical studies.

In addition to the fact that the use of OLS is not an appropriate
technique in modelling the EKC, most of the empirical studies do
not present diagnostic statistics of the regression residuals. Due to
this reason we cannot be certain that the peak levels provided -and
the policy implications suggested- are accurate. Halkos and Tsionas,
(2001) using cross-sectional data, obtained the following results;

Deforestation = -2.344 + 1.298 log GNP -0.243 [l/2(logGNP)^]
(0.7824) (1.595) (2.189)

Harvey test for heteroskedasticity x^(2) = 9.213,
RESET test for misspecification F(3, 55) = 3.03
BP test for heteroskedasticity x^(2) = 1.427
Jarque-Bera Test for Normality: x^(l) = 4.67

Where t-ratios are presented in parentheses. These results indica
te the existence of an EKC. However, the diagnostics imply the
specification is totally unreliable as we see heteroskedasticity, mis-
specification and non-normality problems.

In this paper, we examine the concept of an environmental Ki^-
nets curve in a critical way with an eye towards proposing policies
compatible with sustainable development. A dynamic panel data for
73 countries, for the time period 1960-1990, is used in order to esti
mate the relationship between Gross Domestic Product (GDP) ^d
pollution in the form of sulphur emissions. Our empirical estimation
is performed using fixed and random effects. To control for non-ob
servable specific effects Two Stage Least Squares (2SLS) is applied.

The paper is organised as follows: Section 2 ^scusses the exi
sting theoretical and empirical work. Section 3 presents the data
used while section 4 discusses the econometric models. The empiri
cal evidence is presented in section 5. Section 6 describes briefly
the abatement options for sulfur emissions reduction. The final se
ction concludes the paper.

137



George Halkos

2. Previous work

The empirical analysis of the EKC has focused on whether a gi
ven index of environmental degradation shows an inverted-U rela
tionship when it is related with income per capita. A number of
possible explanations exists for the inverse U-shape relationship.
Natural progression of economic development goes from clean agri
cultural to polluting industrial and to clean service economies. The
argument here is that «scale effect», in the sense that more output
results in more adverse effects for the environment, is (at least part
ly) offset by the «composition effect» due to the changes in the
structure of the economy as well as the «technology effect» due to
possible changes in the production methods. The improvement in
environmental quality may be the result of the change in the te
chnological mode of production (de Bruyn, 1997; Han and Chatter-
jee, 1997) or of the exportation of «dirty industry» to less develo
ped or developing countries (Rock, 1996; Suri and Chapman, 1998;
Heerink et al., 2001).

In the formalization of the transition to the low-pollution state
there is a group of authors that provide significant analyses of the
role of preferences and regulation on the emissions profile of pollu
ters (Lopez, 1994; McConnell, 1997; Stokey, 1998). Dinda et al.
(2000) claim that technological improvements, structural economic
change and transition, increase in spending on environmental R &
D accompanied with increasing per capital income are important in
determining the nature of the relationship between economic growth
and environmental quality.

Another explanation is that since air pollution is considered an
extemality, intemalization of this externality requires relatively ad
vanced institutions for collective decision making. This can be
achieved only in developed economies. A better institutional set up
in the form of credible property rights, regulations and good gover
nance may create public awareness against environmental degradation
(Dinda et al., 2000). Jones and Manuelli (1995) using an overlapping
generations model and determining economic growth by pollution
regulations and market interactions show that, depending on the de
cision making institution, the pollution-income relationship may ha
ve an inverted V shape, but it could also be monotonically increa
sing or a «sideways-mirrored S».

Another explanation relies on the fact that pollution will stop its
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increase and start to decrease with economic growth because some
constraints will become non-binding. Stokey (1998) shows that pol
lution increases linearly with income until the threshold is passed
and cleaner technologies can be used. The implied pollution-income
path takes the form of an inverse-V with a sharp peak, taking place
at the point where a continuum of cleaner technologies becomes
available. Jaeger (1998), similarly to Stokey, finds that the pollution
income relationship is an inversed-V. Jaeger relies on the assimption
that at low levels of pollution consumers* taste for clean air is satis
fied and marginal benefit of additional environmental quality is ze
ro.

Finally, Andreoni and Levinson (2001) suggest another expira
tion due to the technological link between consumption of a desired
good and abatement of its undesirable byproducts (pollution). Di
stribution issues may be considered as not has another explanation.
Torras and Boyce (1998) argue that the greater e^^lity of income
results in lower level of environmental degradation. This claim is
challenged by Scruggs (1998).

Shafik and Bandyopadhyay (1992) estimated EKC for ten diffe
rent indicators of environmental degradation (lack of clean water,
ambient sulfur oxides, annual rate of deforestation, etc.). The study
uses three different functional forms (log-linear, log-quadratic in m-
come, logarithmic cubic polynomial in GDP/c and a time trend).
GDP was measured in PPP and other variables included were popu

lation density, trade, electricity prices, dummies for locations, etc.
Deforestation was found to be insignificant in relation to income
(R^ adjusted = 0).

Panayotou (1993, 1995) employed cross sectional data andJjDP
in nominal US $ (1985). The equations for the pollutants considere
were logarithmic quadratics in income per capita. Deforestation was
estimated against a translog function in income/c and population
density. All the curves estimated were inverted U's with turning
point for deforestation at $823 per capita. Panayotou used current
exchange rates (instead of PPP) which lowers the income levels of
developing countries compared to some developed ones.

Grossman and Krueger's (1991, 1995) and Shafik and Bandyopad
hyay's (1992) suggest that at high-income levels, material use in
creases in a way that the EKC is N-shape. Pezzey (1989) presents
arguments for an N-shape EKC and proposes that the optimal pa
of environmental degradation may be monotonically increasing with
the level of development. However for our data this is not the case.
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Cropper and Griffiths (1994) estimated three regional EKC for
deforestation only. The regressions were for Africa, Latin America
and Asia. They used pooled time series cross section data on a re
gional basis. The results for Latin America and Africa show an Re
adjusted of 0.47 and 0.63 respectively. Both the population growth
and time trend were insignificant in all areas. None of the coeffi
cients in the Asian regression were significant and the Re-adjusted
was only 0.13. One of their main conclusions was that economic
growth does not solve the problem of deforestation.

The levels of several pollutants per unit of output in specific
processes have declined in the developed countries over time with
the use of strict environmental regulations. Stem et al. (1996) claim
that the mix of effluent has shifted from sulfur and NO^ to CO2
and solid waste, in a way that aggregate waste is still high and
even if per unit output waste has declined, per capita waste may not
have declined. Regressing per capita energy consiunption on income
and temperature gave them an inverted U-shape relationship bet
ween energy and income. Fitting a quadratic in income gave them a
si^ficant negative coefficient for the squared income term with an
R -adjusted equal to 0.8081. Energy consumption peaked at $14600.
The authors claim that the results depend on the income measure
used. If income in PPP was used the coefficient on squared income
was positive but small and insignificant. If in-come per capita was
measured using official exchange rates, the fitted energy income re
lationship was an inverted U-shape with squared income coefficient
negative, significant (with an R^-adjusted = 0.6564). Energy use per
capita peaked at income $23900. Table 1 presents the relevant EKC
studies for sulfur.

3. Data

A large data set on sulfur emissions is used here (A.S.L. and
Associates, 1997; Lefohn et al., 1999), which includes sulfur emis
sions from various fuels (hard coal, brown coal, and petroleum) as
well as sulfur emissions from mining and smelting activities for
most of the countries from 1850 to 1990. Emissions are based on
the use of these fuels, their sulfur content, the level of smelting
activity, and the sulfur retention factors. Stem and Common (2001)
provide a comparison of the ASL's estimated emissions for some
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developed countries. Countries like Canada, West Germany, Japan
and Sweden differ substantially from the better-known OECD esti
mates, while the data for countries like the UK and the USA are si
milar. GDP per capita (in real 1990 dollars) and population data are
used from the Perm World Table (Summers and Heston, 1991).

Our sample consists of the 73 countries (23 OECD and 50 non-
OECD member countries), which have a full set of sulfur and pur
chasing power parity GDP per capita information for the period
1960-1990. The database used has 2263 observations per vanable
In terms of the raw data, it is observed that emissions increase wi
income, but there is some sign of a decrease at high-income eve s.
We have used emissions rather than concentrations as the latter e
pend on both emissions and geographic location and atoosp eric
conditions in the form of wind velocity etc. We may justify the use
of emissions, as there is no reason to expect that developing coun
tries differ in any systematic manner in the dispersion of pollutants.

4. Econometric methods

We have performed a Box-Cox test in order to test the linear
against the logarithmic functional form of the relationship between
air pollution and GDP/c. The model proposed here is a loganthmi
quadratic estimated as:

In(S/c)|, = Oj + γ, + β, ln(GDP/c)i, + p2 (InCGDP/c))^,, + ε;, (1)
where the i's are country specific intercepts and the Ai s axe tune
specific intercepts and the countries are indexed by i and time pe
nods by t. S/c is sulfur emissions per capita in tons of sulfur an
Aj^ is a disturbance term. Both dependent (emissions per capita) ̂
independent (PPP GDP per capita) variables are in natural lo
garithms. The turning point (TP) level of income is calculated as.

TP = ^" 2 )
We have applied panel data methods to estimate the above equa

tion. The first method employed imposes the same intercept an
slope parameter for all countries and it is therefore equiva ent ο
OLS estimation (omitted for simplicity in some cases). The se^n
method is the fixed effects (hereafter FE) allowing each individual
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Testing the existence of an environmental Kuznets Curve

country to have a different intercept treating the O; and Yj as regres
sion parameters. This practically means that the meMS ° ™
liable for each country are subtracted from the
and the mean for all countries in the sample in each mdividual time
period is also deducted from the observations from that period
Then OLS is used to estimate the ^^in Zfct
data. The third model is the random-effects (hereafter )
the individual effects are treated as random. In f
and Yi are treated as components of the
residual from an OLS estimate of the mode w . .
are used to construct variances utilized in a ̂ LS estimates (to to-
ther details see Hsiao, 1986). If the effects Oj ai^ Yj
with the explanatory variables then the
be estimated consistently (Hsiao, 1986, Mundlak, ).
fixed effects model can be estimated consistMtly.

To control for non-observable specific effects Two Stage Least
Squares (2SLS) was applied but the results were '"f
,o'„og,U i*. S

"ΐο'ΖΐΞΓ»» lb. «« «Ε -I U,pb.d« .«ibblb.
is also examined. For this reason, a Hausman test is ° P'to test for inconsistency in the RE estimate. This test combes to
slope parameters estimated fo·· FE and inconsistently
toftTcon^etoioTLti^een to independent variabtas
components. If there are no parameters are

of data (Hsiao, 1986). .
We also test for serial correlation in the regress , ,

gressing the residuals on one lag of the residua an cacua mg t e
t-statistic for the autocorrelation coefficient. The ow es s whe
ther pooling the data in the EU level instead ο es ima ing separ^e
regressions for poor and rich countries signi ican y re uces the
goodness of fit. ^ · , .

We tried separating the countries according to their geographical
position into Southern and Northern countries as well as according
to their income level. According to the latter distinction, we have
defined the first group as above average income countnes and the
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second as below average income countries. The turning points in
this case were $8203, $8671 and $7529 and $9221 for the FE and
RE and for the above- and below-average income countries.

5. Empirical evidence

We first present the results for the whole of the database and for
the non-OECD countries as shown in Table 2 (modified and re-
estimated from Stem and Common, 2001). Both the fixed and ran
dom effects models indicate the presence of a Kuznets curve and,
parameter estimates as well as t-statistics are quite similar. As we
observe the implied turning points are extremely high for both the
fixed and random effects for the whole dataset (n=2263) and they
are equal to $123571/c and $91991/c respectively. Thus using the
ASL database and fixed and random effect models produces a mo-
notonic EKC for the total sample. The tuming points for non-OECD
countnes and for the fixed and random effects models are much
higher ($501936 and $361942 respectively).

Similarly, and from Table 3, the tuming points for the OECD
countnes are inside the sample. Specifically for the fixed and ran
dom effects models they are equal to $9152 and $9166 respectively.
Confirming the results derived in Stem and Common (2001), sulfur
eimssions per capita are a monotonic function of income per capita,
when they use a global sample, and an inverted U-shaped function
0  w en they use a sample of high-income countries only.

e Hausman test shows that country intercepts and income are
corre ate t β global model. The test shows that the random ef
fects formulation cannot be consistently estimated. This suggests
mat there are omitted variables which are correlated with GDP. The
C ow test shows that there are differences in the estimated parame
ters between high- and low-income countries. The reported tests for
serial correlation show that there is significant residual serial corre
lation in the individual countries even after common time effects
have been removed'.

The F test performed in order to test for the significance of the
FE shows that the null hypothesis (of non significance) is always
rejected implying that the assumption of constant intercept may not
always be valid for the different countries. That is, although the
above-average (and the below-average) income countries exhibit
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identical patterns in terms of the relationship between GDP increa
ses and sulfur emissions, there are differences in levels as they start
from different levels of sulfur emissions.

A high level of predictability is observed in both cases of FE
and RE model formulation. At an income level of $4135 (the low
est in the sample considered and for Portugal) the elasticity of
emissions with respect to income was found to be l.ll. For an in
come level of $5819 (Ireland) the elasticity of emissions with re
spect to income was found to be 0.6329, for an income of $8838
(Austria) the elasticity is 0.049, for an income of $9366 (Belgium)
the elasticity is -0.0325 and for an income of $11426 (Sweden) the
elasticity is -0.31042^.

6. Abatement options for sulfiir
emission's reduction

Desulfurization processes exist to reduce the sulfur content of
the fuel in use. The extent of removal is dependent on the physic
and chemical characteristics of the sulfur in the fuel. Contro te
chnologies can be classified into three categories: 1. pre-combustion
(physical coal washing and oil desulfurization); 2. during-com us-
tion (sorbent injection and fluidized bed combustion); and 3. post-
combustion (flue gas desulfurization, FGD). The choice of t e te
chnology will depend upon the characteristics of the fuel eing ur
ned and the standards for emissions, which must be met. ase ο
disposition or ability to reuse waste products was found ® ^
condaty but important determinant of the technology used, especia
ly as it affects the economics of certain processes.

The extent of removal is dependent on the physical and chemical
characteristics of the sulfur in the fuel. Fuel cleaning techniques ̂ e
relatively simple and well established but their effectiveness de
pends on the physical characteristics of the specific coals and crude
oils, which, are subject to treatment. Fluidized Bed Combustion
(FBC) can only be used for new installations and could only have
an effect on total emissions over a long period. It is not possi e to
define abatement costs precisely since air pollution control is an in
tegral part of the FBC boiler design. Sorbent injection could be a
low cost retrofit option in cases where only moderate SO2 emission
reductions are required. Flue Gas Desulfurisation (FGD) is the most
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Table 2

Fixed and Random Effects results for the World

and non-OECD countries

Region World n=2263 Non-OECD n=1550

Model Fixed Effects Random Effects Fixed Effects Random Effects

Constant -24.661 -19.3753

(-14.029) (-7.724)
In GDP/P 4.1036 4.1146 2.6725 2.684

(6.141) (9.4749) (4.1386) (4.191)
(In GDP/P)2 -0.175 -0.18 -0.1018 -0.10485

Adjusted
(-4.999) (-7.706) (-2.762) (-2.784)
0.144 0.155 0.143 0.151

Ρ 0,873 0,882 0,852 0,86
AR(1) 88,3 89,7 71,59 73,71

Turning Point 123571 91991 501936 361942

Chow F Test 10.681 4.026

(0.016) (0.04)
Hausman Test 10.8 13.54

(P=0.0045) (P=0.0011)

Figures In parentheses are t statistics. AR(1) is a t-test on the residual autocor
relation coefficient p.®

Table 3
Fixed and Random Effects Results for the OECD countries

Regressors OLS FE RE TSLS

Constant -69,711 -59.59

(-11,582) (-18.4671)
Ln GDP 14,261 12.245 12.2196 -1,636

Ln GDP2

(10,524) (16.1613) (16.7735) (-1,382)
-0,7716 -0.6712 -0.6697 0,1318

R2 Adjusted
(-10,12) (-16.26) (-16.282) (1,89)
0,2998 0.311 0.332

SE 0,565 0,29011 0,29122 0,3745
Sign. FE 2095,9

Ρ 0,99 0,911 0,908
AR(1) 98,91 56,4 54,94
Turning Point 10313 9152 9166

Hausman test 0.25
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commercially developed technology and the only one available for
achieving very high removal efficiency at all types of installation,
new or retrofit. The general trend is for Sorbent Injection (SI) to
have the lowest capital costs among pre-combustion technologies,
FBC and spray-dry scrubbers next, followed by wet scrubbers with
regenerable processes having the highest capital costs.

Cost estimates for each technology are influenced by fuel type,
plant size, sulfur content of the fuel, new or retrofit application, la
bor, construction and electricity cost factors. The slopes of the total
abatement cost curves differ from country to country and if, for any
given abatement level, the slope of the total abatement cost curve
for one country is steeper than for another, then the abatement cost
in the first country is higher than in the second. Given projections
of uncontrolled emissions, estimates can be made of the potential
for their reduction using available abatement technologies and of the
likely cost. Table 4 presents information on the cost-effectiveness of
the available technologies as well as the applicability, the capital,
operating and maintenance costs.

The selection of appropriate strategies to reach and implement
pollution control objectives is of crucial importance to planners. Be
cause of the existing differences between countries in energy-use
patterns, emissions, source locations and other economic factors, it
is unlikely that a single uniform program of secondary abatement
will be appropriate in all countries. To reduce sulfur emissions, the
national decision maker may set a maximum allow-able rate of pol
lution output for each generic type of source (electricity generating,
industry, petroleum refineries and transport) by type of pollutant.
Furthermore, fuel quality regulations can be structured around the
types of fuels in use (e.g. coal, oil etc) and can be limited by t e
technical possibilities and the costs of cleaning process for the dif
ferent fuels.

Reducing energy consumption through either conservation or e-
nergy improvements can also reduce sulfur emissions. The latter can
be achieved for instance by reducing energy consumption through
more efficient generation, use of combined heat and power, etc.
Denmark, Norway and Sweden are the only OECD countries that
continue to increase energy taxation since the 1980s aiming to en
courage energy conservation. On the other hand, lEA claims that m-
consistency of taxation and energy policy is evident in the UK, which
actually discourages efficiency by charging VAT on home-insulation
products. IE A suggests that the potential for demand reductions for
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the UK, the Netherlands, Austria, the EEC and Western Europe in
the industrial sector in 2000 can be as high as 25%, 21%, 10%,
25% and 30% respectively. At the same time Sweden can achieve
demand reductions of 50% in its residential sector and 40% in its
commercial sector. The EEC countries and the Netherlands can
achieve an average of approximately 30% and 21% savings through
cost-effective means in the residential and commercial sectors respe
ctively. A 30% increase in energy efficiency can reduce energy re
quirements by 25%, which is equivalent to more than 1200 million
tons of oil equivalent per year in 2000 (lEA, 1987).

Low sulfur coal may be a good way to reduce emissions where
emission standards are met by using coal within a specific range of
sulfur content. For instance, a standard of 2000 mg/m^ is equivalent
to approximately 1% sulfur content of coal, as the cut-off level abo
ve which sulfur abatement technologies would be used. Emission
standards between 1000 and 2000 mg/m^ are equivalent to coal sul
fur content of 0.5-1% and there is no percentage removal require
ment. Plants facing these standards can use either low sulfur content
coal alone, or in conjunction with a limited-efficiency abatement
technique (Vemon, 1989).

The use of low sulfur coal is a function of its availability and its
cost relative to other control methods. Obviously, if the demand for
low sulfur coal increases then both price and availability will chan
ge. Technical barriers exist to using low sulfur coal because it has a
low calorific value and different ash characteristics which affect the
operation of electrostatic precipitators. There are political barriers
when no local supplies exist and government energy policies re
strict, through import quotas, the import of supplies from elsewhere
(Germany, Spain).

Substitution of fossil fuels by nuclear power and natural gas is
also possible. But nuclear and hydropower have seen opposition on
environmental grounds while other non-fossil fuel sources have been
under-developed. Public pressure may increase the demand for gas
fired power plants. High capital cost and costs of decommissioning
mean that the nuclear plants have no advantage over coal-fired
plants with secondary emissions control. The costs of NO^ and SO2
controls on coal-fired plants are similar to those of gas firing plants.
A range of $36-$50 m per kWh (US $1987) for coal-fired plants
with full environmental control compares with $44-$48 m per kWh
for a natural gas plant meeting similar standards (assuming a coal
price of $40-60 per ton and a relative gas price of $160 per ton
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Table 4

Sulfur emission abatement options and costs (in $ million 1985).
Costs are based on a new 500 MW power plant,

using hard coal with 2% sulfur content, 70% load factor
and 5% retention factor

Abatement Applicability Sulfur Capital Operating and Cost-

Method removal

efficiency

(%)

Cost Maintenance

cost

FIXED VAR

Effective

ness

$/lSR

Fuel switching All Users Up to 99 —
— (1)

(e.g. oil to gas)

Physical coal All users 25 —

635-1625

cleaning

Heavy fuel oil All users 80 7.775 6.32 12.28 2100-2930

desulfurisation

Sorbent All users 50 0.344 0.22 2.59 485-750

injection

Atmospheric Power plants, 80 3.259 0.16 2.71 238-446

Fluidised Bed industrial
Combustion boilers

Circulating New plants 85 7.061 0.35 4.77
529-835

Fluidized Bed only
Combustion

Flue Gas Power plants, 90 29.462 1.67 4.02
650-1200

Desulfurization industrial boilers
and process
emissions

Gas Oil All users 90 1.918 1.93 2.2
2900-3740

Desulphurization

(1) Depends on relative price and sulfur content
Source: Halkos (1995)

coal equivalent) (lEA, 1988). Newbery (1993) cites that if FGD in
vestment is coordinated with gas, then capital costs of a gas uming
Combined Cycle Gas Turbine (CCGT) will be £360-£500/kW com
pared with FGD capital costs of £150-£175/kW capacity.
to the same source, at the 1993 import parity price of coal, hGU
was cheaper than new CCGT stations. This implies that FGD can
be competitive with CCGT.
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Table 5

Technologies applied by fuel used

Existing plants HARD COAL

Hard Coal Washing (HCW)
Sorbent Injection (SI)
Flue Gas Desulfurization (FGD)
Combination of HCW and 81

Combination of HCW and FGD

New plant All the above technologies and additionally:
(less or equal to Atmospheric Fluidized Bed Combustion (AFBC)
500 MWe) Circulating Fluidized Bed Combustion (CFBC)

Combination of HCW and AFBC
Combination of HCW and CFBC

Existing plants BROWN COAL

Sorbent Injection (SI)
Flue Gas Desulphurization (FGD)

New plants All the above technologies and additionally:
Atmospheric Fluidized Bed Combustion (AFBC)
Circulating Fluidized Bed Combustion (CFBC)

HEAVY FUEL OIL

Heavy Fuel Oil Desulfurization (HFOD)
Rue Gas Desulfurization (FGD)
Combination of HFOD and FGD

GAS DIESEL OIL

Gas Diesel Oil Desulfurization (GDOD)
Flue Gas Desulfurization (FGD)
Combination of GDOD and FGD

PEAT AND BROWN COAL BRIQUETTES

Sorbent Injection (SI)
Flue Gas Desulfurization (FGD)

Source: Halkos (1995)

But would a massive program of sulfur control have a large ef
fect on the prices which consumers pay for electricity? Highton and
Webb (1984) showed that the increased price for the consumer
would be about 4% in electricity costs with a 50% reduction in
Central Electricity Generating Board of England and Wales (CEGB)
emissions of sulfur. For large industrial consumers the effect would
be an increase of slightly over 5%. Of course, this percentage in
crease in the electricity cost will vary from country to country due
to different domestic unrestricted tariffs or different industrial tariffs.
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The cost of an emission abatement option is given by the total
annualized cost (TAC) of an abatement option, including capital and
operating cost components:

TAC = [(TCC) * (r / (l-(l+r)·")] VOMC + FOMC

Where TCC is the total capital cost ($), VOMC and FOMC are
the variable and fixed operating and maintenance costs ($) respecti
vely and (r/( 1-(1+r)"") is the capital recovery factor at real discount
rate r, which converts a capital cost to an equivalent stream of e-
qual annual future payments, considering the time value of
(represented by the discount rate, r); η represents the economic lire
of asset (in years). The estimation of the annual operating and
maintenance costs requires a great deal of information (for example,
the sulfur content of fuel used, the annual operating hours, removal
efficiencies of the control methods, etc). It consists of a fixed po^
tion that is dependent on the use of the plant (e.g. maintenance an
labor costs) and a variable portion dependent on the prices for e e-
ctricity, labor, sorbents and waste disposal and the specific deman
for energy due to the abatement process. Table 5 presents the con
trol technologies applied to each fiiel type while table 6 presents e
fuels used by each sector and to which we apply the available a a-
tement technologies.

7. Conclusions and policy implications

Like inequality, pollution tends to become worse before it
mes better along a country's development path. Our results m ica e
the existence of an inverted U-shaped relationship between econo
mic development and pollution in the form of sulfur emissions as
shown in Figure 1. The turning point occurs at $9152 for t e
OECD countries, at $501936 for the non-OECD countries and at
$123571 for the world in general.

Specifically, using this panel database and fixed and
models produces a monotonic EKC for global and non Ο
samples with extremely high turning points and an inverted U-shape
curve within the sample turning points for the case of OECD coun
tries. Estimating an EKC using data for only the OECD countnes
leads to estimates where the turning point is not biased downwards
relative to those estimated using data for the World as a whole.
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Table 6

Fuels in which control technologies
are applied in each sector

Fuels Hard Brown Brown Heavy Gias Peat Refinery
Sectors Coal Coal Goal Fuel Diesel Fuel

Briquettes Oil Oil Oil

Electricity
Generating * * * * * *

Industry * ★ * lAr * *

Energy iHr

Transport * * *

Others * * "k

Source: Halkos (1995)

The acceptance of an EKC hypothesis means that there is an
inevitable level of environmental damage that follows a country's
development at the earlier stage but with a significant improvement
at a later stage of this country's economic growth. Thus, an EKC is
the result of structural change that follows economic growth. How
ever, this may not be optimal if environmental critical loads are
crossed irreversibly. The positively sloped part of an EKC where
growth is worse may take a long time to cross. This implies a pre
sent value of higher future growth and cleaner future environment
may be offset by high current rates of environmental damage. At
the same time it may be cheaper to abate today than in the future.

The decomposition of the EKC into its main determinants shows
that economic growth increases pollution levels due to scale and in
dustrialization but ignores the abatement effect of richer countries
(Panayotou, 1997).

Acceptance of an EKC may seem as a temporary phenomenon
and we may seek ways to stimulate growth like trade liberalization,
price reform, economic restructuring, etc. Some of the steepness of
an inverted U-shaped relationship between environmental damage in
the form of pollution and economic growth is caused by various po
licy distortions such as protection of industry, energy subsidies, etc.
Developing countries can flatten out their EKCs by defining and ap
plying property rights over natural resources, eliminating any policy
distortions and internalizing environmental costs to the sources that
generate them (Panayotou, 1993). Additionally, the improper alloca
tion of property rights may lead to market failure.

152



Testing the existence of an environinental Kuznets Curve

Figure 1
A global EKC between S/c and GDP/c
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A kind of development assistance can be organized in order to
flatten out developing countries' EKC by making environmental
protection an integral part of the OECD's financial policy. In t e
case that ecological thresholds, in the form of critical loads that
might be crossed irreversibly, then a deep EKC implying high rates
of pollution per unit of GDP/c increase is not optimal economica y
and environmentally as more of both can be attained with a e er
managed used of the same resources.

A part of the steepness of the inverted U-shaped relationship
between economic growth and pollution is due to policy distortions
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Rgure 3
EKC and critical loads
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Source: Modified from Panayotou (1993)

(under-pricing of natural resources, subsidies of energy and agroche-
micals, etc), which are at the same time environmentally and econo
mically destructive. Governments can flatten out their EKC by redu
cing or eliminating policy distortions, defining and applying proper
ty rights over natural resources and intemalizing environmental costs
to the sources that generate them.

The need for technology transfer to help developing countries to
achieve sustainability emerges. The main idea is that abatement te
chnologies in developed countries are cleaner and more advanced.
As developing countries have no financial resources to import and
use these technologies at commercial cost, this implies that develo
ped countries should transfer or facilitate the transfer of these te
chnologies to less developed or developing coimtries. The impact of
this technology transfer depends on the type of industrial activity.
That is, in the energy sector these transfers will be more beneficial
for the environment compared to other industries such as textiles,
etc. It should be emphasized that transfer of information must ac
company these technology transfers on know-how and skills to ena
ble countries to design or modify their own technologies.
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Notes

1. A model estimated in first differences reduces statistical problems but
results in a monotonic EKC when estimated on both high and low income
samples. Stem and Common (2001) provide the results in first differences
where the turning points again differ substantially. They equal $53590,
$586965 and $21545 for the global, OECD and non-OECD samples respe
ctively.

2. GDP may be an integrated variable at least in the case of the Westem
European countries (Stem, 1998; Perman and Stem, 1999). The Hausman
tests reported in Table 2 show that there may be omitted variables correlated
with GDP. If the EKC regressions do not co-integrate the estimates may be
spurious and non-co-integration is very possible. The very high reported au
tocorrelation coefficients in Stem and Common (2001) imply this conclusion.
Thus the regression results reported above may be spurious. Differencing the
data will eliminate potential stochastic trends in the series.

3. Data are for the following countries:
OECD: Australia, Austria, Belgium, Canada, Denmark, Finland, Fr^ce,

Greece, Ireland, Italy, Japan, Luxembourg, Netherlands, Norway, New ea
land, Portugal, Spain, Sweden, Switzerland, Turkey, UK, USA, West, er
n^any. · rh'

Non-OECD: Algeria, Argentina, Barbados, Bolivia, Brazil, Chile, na,
Colombia, Cypms, Czechoslovakia, Egypt, Ghana, Guatemala, Hondi^s,
Hong Kong, India, Indonesia, Iran, Israel, Kenya, Korea, Madagascar, a
laysia, Mexico, Morocco, Mozambique, Myanmar, Namibia, Nicaragua, i-
geria. Pern, Philippines, Romania, South Africa, Saudi Arabia, Singapore, π
Lanka, Syria, Taiwan, Tanzania, Thailand, Trinidad & Tobago, Tunisia, ru
guay, U.S.S.R., Venezuela, Yugoslavia, Zaire, Zambia, Zimbabwe.
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